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Abstract
We show that the type of approximation used in the Solovay-Kitaev

theorem cannot be carried out in quantum domain theory. Specifically,
there is no countable set D of completely positive maps such that all com-
pletely positive maps can be expressed as least upper bounds of directed
subsets of D, even for the case of 2ˆ2 matrices. Via a well-known isomor-
phism, this negative result can be carried over to the forward light cone
of 4D Minkowski spacetime, considered as a domain.

We also establish that the effects (equivalently, 2-valued POVMs) on
a C*-algebra form a continuous dcpo iff it is a (possibly infinite) product
of finite-dimensional matrix algebras, so there are no nontrivial infinite-
dimensional C*-algebras that have a continuous dcpo for an effect algebra.

1 Introduction
The idea behind domain-theoretic semantics of programs can be summarized as
follows. We admit that we write programs that fail, so we represent (denote)
programs as partial functions. The denotations of programs form partially or-
dered sets, with less-defined programs being lower in the order than more-defined
ones. We can then represent while loops and recursive functions as limits of an
iteration fnpKq of a function f , starting with a completely undefined function
K (see, for example [1, §4.4 and p. 59]). This limit is defined in terms of the
order as a least upper bound, and in the classical applications one can avoid
the use of any metric or topology to define this approximation, using only the
theory of directed-complete partial orders (dcpos).

In the usual formulation of mixed-state quantum computing, the set of
completely positive maps forms a cone, and restricting to trace-reducing maps
(Schrödinger picture) or subunital maps (Heisenberg picture) gives us a dcpo,
and this approach has been used in [2, 3, 4] to define semantics for quantum
programs in a domain-theoretic manner.

The full set of unitary matrices, the “gates” in quantum computing, forms
a continuum. Of course, a continuum has never been a problem in computing,
even since Turing’s first paper [5, 6], as long as it is approximated using a
countable set. So in quantum computing we pick a finite set of unitary gates (e.g.
Clifford + T, a.k.a. Hadamard, phase and π

8 , as described in [7, §4.5]) generating
a countable dense subgroup of all unitaries, and if we include measurement
operators we can even define a countable dense set of superoperators.
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The question then arises: if one expresses this process of approximation in
the form of a program, can it be given a quantum domain-theoretic semantics
using the usual order on superoperators? It is not unreasonable to ask, as
there are domain-theoretic approaches for classical programs that do things
such as computing integrals, for example [8, 9]. We show that the answer is no
– given any countable set X of completely positive subunital maps, there must
be completely positive subunital maps that we cannot express by taking least
upper bounds of directed sets in X (Theorem 3.11).

This shows that we cannot define approximation with just the order-theoretic
structure of the space of completely positive maps, we need the topology. It also
shows that the domain theoretic topologies, the Scott topology and the Lawson
topology, are not the right ones to use. We can also get a domain-theoretic
non-approximation result for spacetime as a corollary (Theorem 3.12), by using
the isomorphism between 3` 1-dimensional Minkowski space and space of 2ˆ 2
self-adjoint matrices defined by the Pauli matrices.

The proof of Theorem 3.11 uses the C˚-algebra structure of n ˆ n matrices
to define positivity. The approach to quantum domain theory using this notion
of positivity has been generalized to the infinite dimensional case, using W˚-
algebras, for example in [10] [11, Chapter 3] [12]. Every finite dimensional
C˚-algebra is a W˚-algebra, and in infinite dimensions they carry over many
properties from the finite-dimensional case not possessed by infinite-dimensional
C˚-algebras. It is known that the superoperators between W˚-algebras form a
dcpo in this case [13, §4.1]. As the structure of a continuous dcpo was useful
in the previous proof, we can ask if any infinite-dimensional W˚-algebras form
continuous dcpos. We show that for a C˚-algebra A, the poset r0, 1sA is a
continuous dcpo iff A is a (possibly infinite) product of finite-dimensional matrix
algebras (Theorem 4.17). This can be seen as a “quantum analogue” of the
theorem that a complete Boolean algebra is a continuous dcpo iff it is of the
form PpXq [14, Theorem I-4.20].

The proof proceeds by nontrivially reducing the problem of when the projec-
tion lattice in an AW˚-algebra is continuous (even though the statement of the
result makes no mention of projections or AW˚-algebras). The fact that projec-
tion lattices of von Neumann algebras are only continuous if they are products
of finite-dimensional matrix algebras was established by Weaver [15]. We ex-
tend this result to C˚-algebras whose unit interval is directed-complete. The
reduction of the continuity of r0, 1sA to the continuity of ProjpAq is nontrivial
because it is not the case that a sub-dcpo of a continuous dcpo is continuous. It
requires a technical result (Proposition 4.7) relating projections and effects in
an AW˚-algebra: the inclusion map ProjpAq ãÑ r0, 1sA preserves all joins and
meets in ProjpAq, so ProjpAq is a “sublattice” of r0, 1sA, even though r0, 1sA is
not a lattice if A is noncommutative.

2 Definitions and Background
The following section serves to collect basic definitions and background infor-
mation used in the rest of the article.

If P is a poset, a subset S Ď P is directed if for each a, b P S, there exists
c P S such that c ě a and c ě b. A poset P is directed if P Ď P is directed. We
will often refer to directed sets indexed by a poset, so we will say, for instance,
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let paiqiPI be a directed set in P to mean that I is a directed poset, and the
mapping i Ñ ai is a monotone map (and therefore the image tai | i P Iu is a
directed subset of P ). Every directed set in P is of this form, by “self-indexing”.
We say a poset P is directed complete if every directed set paiqiPI has a least
upper bound, which is written

Ž

iPI ai. If S Ď P , we just write
Ž

S. A poset
P is bounded directed complete if for each directed set paiqiPI that is bounded,
i.e. such that there exists b P P such that for all i P I, ai ď b, has a least upper
bound

Ž

iPI ai. For instance, R with its usual ordering is bounded directed
complete but not directed complete.

If D is a poset, d, e P D, then we say e is way below d, or e ! d, if for all
directed sets pdiqiPI such that

Ž

iPI di ě d, there exists j P I such that e ď dj .
A poset is continuous if for all d P D, the set

↠
d “ te P D | e ! du is directed,

and
Ž ↠

d “ d. These notions are mostly used when D is not only a poset but
a dcpo, but we allow the extension of the definition to posets.

For E a complex vector space, we define E to have the same underlying set
and abelian group structure as E, but with scalar multiplication defined to be
conjugated, i.e. if z P C and x P E, we define z ¨E x “ z ¨E x. This allows us to
express “antilinear” maps as C-linear maps E Ñ E. We take our Hilbert space
inner products to be antilinear on the left and linear on the right – they that
prefer it the other way should swap left and right arguments when appropriate.

For a normed space E, we write BallpEq for the closed unit ball of E, i.e.
tx P E | }x} ď 1u. A linear map between normed spaces f : E Ñ F is said
to be bounded if the set t}fpxq} | x P BallpEqu is bounded in Rě0, i.e. if
the real-valued function x ÞÑ }fpxq} is bounded in the usual sense on BallpEq.
A convenient fact about linear maps between normed spaces is that they are
bounded iff they are continuous [16, III.2.1], and the set of bounded linear maps
LpE,F q admits a norm, the operator norm, defined for f : E Ñ F

}f} “ supt}fpxq} | x P BallpEqu

If H is a Hilbert space, we write BpHq for LpH,Hq, considered as a Banach
space under the operator norm. The identity map is bounded, and bounded
maps are closed under composition, making BpHq a unital algebra, and each
bounded map f P BpHq has an adjoint f˚ P BpHq, which is the unique map
such that xf˚pψq, ϕy “ xψ, fpϕqy for all ψ, ϕ P H. It is easy to derive from this
that pg ˝ fq˚ “ f˚ ˝ g˚.

In the case that H is finite dimensional of dimension d, it is isomorphic to
Cd with its usual inner product.1 Then BpHq, as an algebra, is isomorphic to
Md, the algebra of d ˆ d matrices of complex numbers. However, BpHq has an
extra piece of structure, the norm. This makes it a C˚-algebra, which we define
now.

A unital2 C˚-algebra is a C-algebra A equipped with an antilinear operation
-˚ : A Ñ A, and a norm }-} : A Ñ Rě0 such that A is a Banach *-algebra
satisfying the C˚-identity }a˚a} “ }a}2. In terms of axioms, this means that in

1Such isomorphisms correspond to orthonormal bases of H.
2We will not be considering non-unital C˚-algebras here because they are never directed

complete. This follows from Proposition 4.4 and the fact that AW˚-algebras are unital [17,
§3 Proposition 2].
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addition to the C-vector space axioms, we have

pλa` µbqc “ λac` µbc pabqc “ apbcq

1a “ a pabq˚ “ b˚a˚

pλa` µbq˚ “ λa˚ ` µb˚ 1˚ “ 1

a˚˚ “ a }a} “ 0 ô a “ 0

}a` b} ď }a} ` }b} }λa} “ |λ|}a}

}ab} ď }a}}b} }a˚a} “ }a}2

and the condition that A must be complete in the metric dpa, bq “ }a´ b}.
These axioms imply certain others the reader might expect, such as distribu-

tivity of multiplication over linear combinations on the right side, }a˚} “ }a},
and }1} “ 1 in the case that A has a non-zero element. A linear map be-
tween C˚-algebras f : A Ñ B that preserves multiplication and -˚ is called
a *-homomorphism. A *-homomorphism is called unital if it preserves the
unit element. Since *-homomorphisms only use the the equational part of
the axioms of C˚-algebras, the inverse of a bijective *-homomorphism is also
a *-homomorphism, so we use *-isomorphism to refer to them. Additionally,
*-homomorphisms are continuous with operator norm ď 1 [18, 1.3.7].

If A is a C˚-algebra, and B Ď A is a linear subspace that is also closed
under -˚ and multiplication, then B is called a *-subalgebra, and if it is also
topologically closed with respect to the norm, it is a C˚-algebra and we call it
a C˚-subalgebra of A.

For any Hilbert space H, BpHq is a C˚-algebra, and in fact the purpose of the
C˚-algebra axioms is to characterize the C˚-subalgebras of BpHq. That is to say,
every norm-closed *-subalgebra of BpHq is a C˚-algebra, and for any C˚-algebra
A there exists a Hilbert space BpHq, and a *-homomorphism f : A Ñ BpHq

that is an isomorphism onto its image [18, 2.6.1].
Another important source of C˚-algebras is that if X is a compact Hausdorff

space, then the algebra of continuous C-valued functions CpXq is a C˚-algebra,
where the operations are defined pointwise from those on C, and the norm of
a P CpXq is defined to be }a} “ supt|apxq| | x P Xu. This C˚-algebra is com-
mutative, and for every commutative unital C˚-algebra A, there exists a com-
pact Hausdorff space X, unique up to homeomorphism, and a C˚-isomorphism
A – CpXq [18, 1.4.1]. This is called Gel’fand duality. It allows us to transfer
algebraic facts about continuous functions to all commutative C˚-algebras, or
even to commuting elements of noncommutative C˚-algebras.

We describe here how certain notions from finite-dimensional matrix theory
are specializations of concepts in C˚-algebra theory. An element a of a C˚-
algebra A is invertible if there exists a´1 P A such that aa´1 “ a´1a “ 1. The
element a´1 is unique, and is called the inverse of A. In the case of BpHq for
H finite-dimensional, the invertible elements are the nonsingular matrices. An
element of a C˚-algebra u P A is called unitary if u˚ is the inverse of u.

The spectrum of an element of a C˚-algebra a P A, which we write sppaq, is
defined by

sppaq “ tλ P C | a´ λ1 is not invertibleu.

The spectrum sppaq is a compact subset of C [19, Proposition I.2.3]. Recall that
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λ is an eigenvalue of a matrix a iff a ´ λ1 is not invertible3. The elements of
sppaq are called spectral values of a, and eigenvalues have their usual definition.
Eigenvalues are always spectral values, but it is not necessarily the case that all
spectral values are eigenvalues. As sppa˚q “ tλ P C | λ P sppaqu, self-adjoint
elements, i.e. those such that a˚ “ a, have sppaq Ď R. The opposite implication
does not hold, even for 2 ˆ 2 matrices (e.g. p 0 1

0 0 q).
Although we do not consider non-unital C˚-algebras, we do consider non-

unital *-homomorphisms, and it is convenient to have a way of turning them
into unital ones. If A is a C˚-algebra, we define its unitization Ã to have AˆC
as its underlying vector space, the multiplication and -˚ defined pointwise, p1, 1q

as the unit, and the norm defined as }pa, αq} “ maxt}a}, |α|u. We embed A in
Ã by the map a ÞÑ pa, 0q, which is a non-unital *-homomorphism [18, 1.3.8].
The quasi-spectrum sp1paq of an element a P A is spppa, 0qq, as calculated in Ã.

Lemma 2.1. Let a P A, for A a unital C˚-algebra. Then sp1paq “ sppaq Y t0u.

Proof. We first show that 0 P sp1paq. Suppose for a contradiction that 0 R sp1paq,
so there exists pb, βq P Ã such that pa, 0qpb, βq “ p1, 1q. Then 0 ¨ β “ 1, which is
impossible.

We show sppaq Ď sp1paq by showing that Czsp1paq Ď Czsppaq. Suppose
λ P Czsp1paq. Then there exists pb, µq P Ã such that pb, µqpa´ λ,´λq “ p1, 1q “

pa´ λ,´λqpb, µq, so in particular, bpa´ λq “ 1 “ pa´ λqb. Therefore λ R sppaq.
This completes the part of the proof that shows sppaq Y t0u Ď sp1paq.

To show sp1paq Ď t0u Y sppaq, we prove that Czpt0u Y sppaqq Ď Czsp1paq. If
λ P Czpt0uYsppaqq, then there exists b P A such that bpa´λq “ 1 “ pa´λqb. We
therefore have pb,´ 1

λ qpa´λ,´λq “ p1, 1q “ pa´λ,´λqpb,´ 1
λ q, so λ R sp1paq.

A nontrivial consequence of the axiomatics of C˚-algebras is that C˚-algebras
admit a translation-invariant order. An element a of a C˚-algebra A is called
positive if it is of the form b˚b for b P A. The following is the C˚-algebraic
version of a well-known characterization of positive semi-definite matrices.

Lemma 2.2. The following are equivalent for an element a P A of a unital
C˚-algebra.

(i) a is self-adjoint and sppaq Ď Rě0.

(ii) a is self-adjoint and sp1paq Ď Rě0.

(iii) There exists b P A such that a “ b˚b.

(iv) There exists a self-adjoint b P A such that a “ b2.

Proof. The equivalence of (i) and (ii) follows from Lemma 2.1, and the equiv-
alence of (ii),(iii) and (iv) follows from [18, 1.6.1], after observing that the
assumption there that a is self-adjoint is not needed for (ii) and (iii), because
b˚b is self-adjoint for all b and therefore b2 is self-adjoint if b is.

We write A` for the set of positive elements. The positive elements form a
cone (i.e. are closed under addition and multiplication by nonnegative reals, and

3This characterization is used to show that the eigenvalues are the roots of the characteristic
polynomial.
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A` X ´A` “ t0u), which implies that the order defined by a ď b ô b´ a P A`

is a partial order. We write r0, 1sA for the set

r0, 1sA “ ta P A | 0 ď a ď 1u “ A` X p1 ´A`q.

This is known as either the unit interval or the effect algebra of the C˚-algebra
A.

If a P A is positive, as it is self-adjoint, the C˚-subalgebra that it generates is
commutative, so is canonically isomorphic to CpXq for some compact Hausdorff
space X, in which a takes values in r0,8q. Therefore we can take its positive
square root a

1
2 . We say a linear map f : A Ñ B between C˚-algebras is

positive if it maps positive elements of A to positive elements of B. For linear
maps, positivity is equivalent to monotonicity. It is easy to show that any
*-homomorphism is positive.

Lemma 2.3. Let H be a Hilbert space and a P BpHq. The following are equiv-
alent:

(i) a is positive.

(ii) For all ψ P H, xψ, apψqy ě 0.

Proof. See [18, 1.6.7].

Therefore positive operators on finite-dimensional Hilbert spaces are positive
semidefinite matrices by another name. The characterization above implies that
a ď b iff for all ψ P H, xψ, apψqy ď xψ, bpψqy, and this is how the Löwner order
was originally defined [20], rather than by using a cone.

Using the characterization of positive elements proved above, we can prove
the following fact about self-adjoint elements. For ease of notation, we write
x ě S for an element and a set S to mean x is greater than every element of S.

Lemma 2.4. Let a P A be an element of a C˚-algebra.

(i) spp´aq “ ´sppaq.

(ii) Let α P C. Then sppa ` α1q “ sppaq ` α, i.e. shifting the operator by α
shifts its spectrum by α.

(iii) If a is self-adjoint and α P R, α1 ď a iff α ď sppaq, and α1 ě a iff
α ě sppaq.

(iv) If a is self-adjoint, there exist α, β P R such that β1 ď a ď α1.

Proof. (i) First, observe that if a is invertible, with inverse a´1, then ´a´1

is an inverse to ´a. Therefore λ is outside the spectrum of a iff a ´ λ1 is
invertible iff ´a´ p´λq1 is invertible iff ´λ is outside the spectrum of ´a.

(ii) Let λ P C. We have that pa ` α1q ´ λ1 “ a ´ pλ ´ αq1, so λ P sppa ` α1q

iff λ´ α P sppaq iff λ P sppaq ` α.

(iii) By part (ii) above and part (i) of Lemma 2.2, α1 ď a iff a´α1 is positive
iff sppaq ´ α ě 0 iff α ď sppaq. So by part (i) above, α1 ě a iff ´α1 ď ´a
iff ´α ď spp´aq iff ´α ď ´sppaq iff α ě sppaq.
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(iv) As a is self-adjoint, sppaq Ď R, and as it is compact, it has an upper and a
lower bound. So we pick α ě sppaq and β ď sppaq. By the previous part,
β1 ď α ď α1.

A function between posets f : P Ñ Q is called an order-embedding if it is
monotone and order-reflecting, i.e. for all x, y P P , x ď y ô fpxq ď fpyq. The
antisymmetry axiom implies that order-embeddings are injective, but it is easy
to find injective monotone maps that are not order embeddings (there is one in-
volving 2-element posets). This problem does not occur with *-homomorphisms
between C˚-algebras.

Lemma 2.5. Let A,B be C˚ algebras and f : A Ñ B an injective *-homomorphism
(not necessarily preserving the unit). Then f is an order-embedding.

Proof. As f is a *-homomorphism, it is positive and therefore monotone. We
show that f reflects positive elements, and deduce that it is an order-embedding
from this. Let a P A and suppose that fpaq is positive. Then fpa˚q “ fpaq˚ “

fpaq, so by injectivity, a is self-adjoint. By [18, 1.3.10 (i)], sp1pfpaqq in A is the
same as sp1pfpaqq in fpAq. As f is injective, it is an isomorphism onto its image
[18, 1.8.3], and so sp1pfpaqq “ sp1paq. Therefore a is positive by Lemma 2.2 (i).

We can therefore show that f is order reflecting as follows. If fpaq ď fpbq,
then fpb´ aq “ fpbq ´ fpaq is positive, so b´ a is positive, i.e. a ď b.

We will call a C˚-algebra A directed-complete4 if the set of self-adjoint ele-
ments Asa is bounded directed-complete, i.e. for each directed set paiqiPI in Asa

that has an upper bound (there exists a b P Asa such that for all i P I, b ě ai),
there is a least upper bound. If a C˚-algebra is isometric to the dual space of a
Banach space (in which case it is called a W˚-algebra), for example BpHq, then
it is directed-complete [21, 1.7.4]. There are also directed-complete C˚-algebras
that are not W˚-algebras.

In many arguments, we need to use certain special elements of C˚-algebras,
called projections. A projection5 in a C˚-algebra A is a self-adjoint element
p such that p2 “ p. We write ProjpAq for the set of projections. It is clear
from the previous definition and Lemma 2.2 (iv) that ProjpAq Ď r0, 1sA in any
C˚-algebra A, and this will be important later. For each projection p P BpHq,
the range of p is a closed subspace of H. The mapping that takes a projection
in BpHq to its range is a poset isomorphism between ProjpBpHqq and the closed
subspaces of H, ordered by inclusion [22, §26 Theorem 4, §29 Theorem 2], and
this is the reason for the name projection. The projections in a C˚-algebra need
not form a lattice, under the order coming from A [23, Lemma 2.1]. However,
the projections do form a lattice in the finite-dimensional case, and we shall
see that if a C˚-algebra is directed-complete then its projections do form a
lattice, and this is the case we are concerned with. We take this opportunity
to summarize certain facts about projections. For any p P ProjpAq, we write
pK “ 1 ´ p, because it projects onto the orthogonal complement in the Hilbert
space case [22, §27 Theorem 3].

Lemma 2.6. Let A be a C˚-algebra.

(i) If p, q P ProjpAq, then p ď q iff q ´ p is a projection.
4Also known as monotone-complete.
5Also called a projector, such as in [7, §2.1.6].
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(ii) If p, q P ProjpAq, then p ď q iff pq “ p iff qp “ p.

(iii) If p, q P ProjpAq are commuting projections, pq “ p^ q.

(iv) If p, q P ProjpAq and p ď q, then q ´ p “ q ^ pK.

(v) The mapping a ÞÑ 1 ´ a is an isomorphism r0, 1sA Ñ r0, 1s
op
A .

(vi) For all q P ProjpAq, the mapping p ÞÑ q ´ p is an isomorphism Ó q Ñ

pÓ qqop.

Proof. Throughout, we use the fact that we can represent a C˚-algebra in BpHq

for some Hilbert space H to transfer facts about projections on Hilbert space.

(i) See [22, §29 Theorem 3].

(ii) See [22, §29 Theorem 2].

(iii) See [22, §30 Theorem 2].

(iv) As p ď q, p commutes with q by (ii), so 1´p commutes with q by linearity.
Therefore q ^ pK “ qp1 ´ pq “ q ´ qp “ q ´ p, by (iii) and (ii) in turn.

(v) It is a self-inverse bijection because 1´p1´aq “ a. It is an order-reversing
isomorphism because

1 ´ b ď 1 ´ a ô 1 ´ a´ 1 ` b P A` ô b´ a P A` ô a ď b.

(vi) First we need to show that if p ď q, then q ´ p P Ó q. By (i) it is a
projection, and as q ´ pq ´ pq “ p, q ´ p ď q. It is a self-inverse bijection
because q ´ pq ´ pq “ p. It is an order-reversing isomorphism because for
all p, p1 projections that are ď q,

q ´ p ď q ´ p1 ô q ´ p1 ´ q ` p P A` ô p´ p1 P A` ô p1 ď p.

Given a compact Hausdorff space X, the projections in CpXq are continuous
functions taking values in t0, 1u, and therefore are indicator functions of clopen
subsets of X, so form a Boolean algebra. By Gel’fand duality, this carries over
to all commutative unital C˚-algebras.

We need the notion of a product of C˚-algebras. If pAiqiPI is an I-indexed
family of C˚-algebras, we define the product

ś

iPI

Ai to have underlying set

ź

iPI

Ai “ tpaiqiPI | @i P I.ai P Ai and Dα P Rě0.@i P I.}ai} ă αu,

i.e. it is the elements of the set-theoretic product for which the sequence of
norms }ai} forms a sequence bounded uniformly in i. The unit is the constant
1 sequence, the vector space operations, multiplication and -˚ operation are
defined pointwise, and the norm is defined by

}paiqiPI} “ sup
iPI

}ai}.
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This is sometimes called the direct sum of C˚-algebras, because if the C˚-
algebras are all C˚-subalgebras ofBpHiq one gets a C˚-subalgebra ofB p‘iPIHiq,
but we find this name misleading because the reader might blithely expect it
to be a biproduct of C˚-algebras, which it is not, even in the case that I is
finite. Dixmier [18, 1.3.3] calls it the product, and we do too, because it is the
categorical product in C˚Alg, the category of unital C˚-algebras and unital
*-homomorphisms.

Proposition 2.7. The C˚-algebra
ś

iPI Ai, defined above, equipped with the
projection *-homomorphisms pπiqiPI defined such that πjppaiqq “ aj, is the cat-
egorical product of pAiqiPI in C˚Alg.

Proof. The purely algebraic axioms of C˚-algebras are easily verified for
ś

iPI Ai

pointwise, and the axioms for the norm are verified using the universal property
of the supremum. We have that }ai} ď supiPI }ai} for all i P I, so if we have
a Cauchy sequence paijqiPI,jPN in

ś

iPI Ai, for each i P I paijqjPN is a Cauchy
sequence in Ai, so converges to an element bi, but we still need to show that
}pbiqiPI} is bounded to prove that pbiqiPI is an element of

ś

iPI Ai. Given ϵ “ 1,
there exists N P N such that for all j, k ě N, }paijq ´ paikq} ă 1, i.e. for all
i P I, }aij ´ aik} ă 1. Since aij Ñ bi, for all ϵ1 ą 0 there exists a ki P N such
that }aik ´ bi} ă ϵ1. By the triangle inequality, for all i P I, all j ě N and all
ϵ1 ą 0, }aij ´ bi} ă 1 ` ϵ1, so }aij ´ bi} ď 1. So for all i P I and j ě N

}bi} “ }bi ´ aij ` aij} ď }bi ´ aij} ` }aij} “ 1 ` }aij}.

If we pick some j ě N , there is a bound, uniform in I, α ě }aij}, so 1`α ě }bi}
for all i P I. This proves pbiqiPI P

ś

iPI Ai, so
ś

iPI Ai is complete in its norm,
and a C˚-algebra.

Because the C˚-algebra operations are defined pointwise, πi :
ś

iPI Ai Ñ Ai

is easily seen to be a unital *-homomorphism for each i P I. So we only have
to prove the universal property of the product. Given a family of unital *-
homomorphisms pfiqiPI where fi : B Ñ Ai, B being a unital C˚-algebra, we
define xfiyiPI : B Ñ

ś

iPI Ai as follows, for each b P B:

xfiypbq “ pfipbqqiPI .

It is clear from the fact that the operations are defined pointwise that if this de-
fines an element of

ś

iPI Ai for each b P B, then xfiy is a unital *-homomorphism,
πi ˝ xfiy “ fi for each i P I and xfiy is the unique *-homomorphism with this
property, so we only need to prove that xfiypbq P

ś

iPI Ai.
As each fi is a unital *-homomorphism, it has operator norm }fi} ď 1 [18,

1.3.7]. Therefore for all i P I, }fipbq} ď }b}, so we have proven that for each
b P B, xfiypbq “ pfipbqqiPI is uniformly bounded in I and therefore an element
of

ś

iPI Ai, as required.

In categorical terms, the forgetful functor U : C˚Alg Ñ Set that takes
a C˚-algebra to its underlying set does not preserve products. However, the
forgetful functor Ball : C˚Alg Ñ Set, taking a C˚-algebra to its closed unit
ball, not only preserves products, as seen above, but in fact has a left adjoint
making C˚Alg monadic over Set by this functor [24] [25, Lemma 3.1].

The following characterization of the order relation in products is useful, and
we will use it later without explicit mention.
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Lemma 2.8. Let A “
ś

iPI Ai be a product C˚-algebra. An element paiqiPI P A
is positive iff for all i P I, the element ai is positive in Ai. Therefore paiqiPI ď

pbiqiPI iff for all i P I, ai ď bi.

Proof. If paiqiPI is positive, then there exists pbiqiPI such that pbiq
˚
iPIpbiqiPI “

paiqiPI , which is equivalent to b˚
i bi “ ai for all i P I, and therefore shows that

ai P A is positive for all i P I. If ai P Ai is positive for all i P I, there exist
bi P Ai with b˚

i bi “ ai, and therefore pbiq
˚
iPIpbiqiPI “ paiqiPI , so paiqiPI is positive

in A.
It follows that

paiqiPI ď pbiqiPI ô pbiqiPI ´ paiqiPI P A` ô @i P I.bi ´ ai P pAiq`

ô @i P I.ai ď bi.

An important fact is that a finite-dimensional C˚-algebra A is always of the
form A –

ś

iPI BpHiq where I is a finite set and Hi a finite-dimensional Hilbert
space [19, Chapter I, Theorem 11.2].

For certain arguments we need the following notion, which is a restriction
to positive operators of the more general notions of a left and right support
projection.

Definition 2.9. Let A be a C˚-algebra and a P A` a positive element. We
say that a projection p P ProjpAq supports a iff pa “ a. It is equivalent to say
that ap “ a and pap “ a. A support projection for a, written supppaq, is a
projection p P ProjpAq that is the smallest projection supporting a (if such a
thing exists).

Proof. We show that the alternative definitions for p supporting a are equivalent
to each other. Since a is positive, it is self-adjoint, so pa “ a iff ppaq˚ “ a˚ iff
ap “ a. If pap “ a, then pa “ ppap “ pap “ a, and if pa “ a then since also
ap “ a, we have a “ pa “ ppapq “ pap.

Since it is defined in terms of the C˚-algebra structure, it is clear that if
i : A Ñ B is a *-isomorphism of C˚-algebras, and p is the support projection of
a in A, then ippq is the support of ipaq in B.

Proposition 2.10. Let H be a Hilbert space and a P BpHq an operator. Define
its null space or kernel to be kerpaq “ a´1p0q and the support to be the orthog-
onal complement kerpaqK. Then the the projection onto kerpaqK is the support
projection supppaq in BpHq.

For a product C˚-algebra A “
ś

iPI BpHiq, we have suppppaiqiPIq “ psupppaiqqiPI .

Proof. By linearity and continuity, a´1p0q is a closed linear subspace of H and
so is it is an orthogonal complement, kerpaqK is a closed subspace of H so we
can define the projection p P BpHq that projects onto it. Each ψ P H can be
uniquely expressed as ϕ1 ` ϕ2 with ϕ1 P kerpaq and ϕ2 P kerpaqK. So for all
ψ P H:

appψq “ appϕ1 ` ϕ2q “ apϕ2q “ apϕ1 ` ϕ2q “ apψq,

and so p supports a. Let q be a projection that supports a, i.e. aq “ a. For
all ψ P H, if qpψq “ 0, then apψq “ aqpψq “ ap0q “ 0, so kerpqq Ď kerpaq, and
therefore kerpaqK Ď kerpqqK, so p ď q. This proves that p is the support of a.
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Now consider a product A “
ś

iPI BpHiq and let paiqiPI P A`. Then each
ai P BpHiq` and has a support pi, as defined above. Then paiqiPIppiqiPI “

paipiqiPI “ paiqiPI , and if pqiqiPI is a projection such that paiqiPIpqiqiPI “ paiqiPI ,
then for each i P I we have aiqi “ ai, so pi ď qi. It follows that ppiqiPI ď

pqiqiPI .

An operator is injective iff its kernel is t0u, and therefore iff supppaq “ 1.
In the case that H is finite-dimensional, an operator H Ñ H is injective iff it is
invertible, so supppaq “ 1 characterizes invertible operators. This does not hold
if H is infinite-dimensional.

The following facts about the support are used in the next section.

Lemma 2.11. Let H be a Hilbert space.

(i) If a P BpHq`, then ψ P kerpaq iff xψ, apψqy “ 0.

(ii) Let a, b P BpHq`. Then supppa` bq “ supppaq _ supppbq.

Proof. (i) If ψ P kerpaq, then xψ, apψqy “ xψ, 0y “ 0. For the other direction,
0 “ xψ, apψqy “ xa

1
2 pψq, a

1
2 pψqy “ }a

1
2 pψq}2, so a

1
2 pψq “ 0. Therefore

apψq “ a
1
2 pa

1
2 pψqq “ a

1
2 p0q “ 0, so ψ P kerpaq.

(ii) First we show that kerpa ` bq “ kerpaq ^ kerpbq, and then the statement
follows from the fact that -K is an order-reversing bijection. If ψ P kerpaq^

kerpbq, then pa`bqpψq “ apψq`bpψq “ 0`0 “ 0, so ψ P kerpa`bq. For the
other direction, if ψ P kerpa ` bq, then by part (i), xψ, pa ` bqpψqy “ 0, so
xψ, apψqy ` xψ, bpψqy “ 0. As a and b are positive, this implies xψ, apψqy “

0 “ xψ, bpψqy, which implies ψ P kerpaq ^ kerpbq by part (i).

Definition 2.12. Let H be a Hilbert space and K Ď H a closed subspace.
We write BpK|Hq for the operators a P BpHq that are “defined on K”, i.e.
supppaq Ď K and apHq Ď K.

Letting i : K Ñ H be the inclusion mapping and i˚ : H Ñ K its adjoint, the
mapping a ÞÑ i ˝ a ˝ i˚ : BpKq Ñ BpK|Hq is a *-isomorphism with inverse the
map a ÞÑ a|K : BpK|Hq Ñ BpKq.

Proof. Let us write fpaq “ i˝a˝ i˚. This is linear by bilinearity of composition.
We have

fpaq˚ “ pi ˝ a ˝ i˚q˚ “ i ˝ a˚ ˝ i˚ “ fpa˚q

and
fpaq ˝ fpbq “ i ˝ a ˝ i˚ ˝ i ˝ b ˝ i˚ “ i ˝ a ˝ b ˝ i˚ “ fpa ˝ bq,

so f is a *-homomorphism BpKq Ñ BpHq. It is injective, because if fpaq “ fpbq,
then for all ψ P K we have i˚pψq “ ψ, so

fpaqpψq “ ipapi˚pψqqq “ apψq

and fpbqpψq “ bpψq, so a “ b.
If a P BpKq, then fpaq P BpK|Hq, by the following reasoning. If ψ P H,

we have fpaqpψq “ ipapi˚pψqqq, which since the range of a is in K, is in K. So
the range of fpaq is K. If ψ P K K, then for all ϕ P H we have xϕ, i˚pψqyK “

xipϕq, ψyH “ 0 because ipϕq P K. Therefore i˚pψq “ 0, so fpaqpψq “ 0, which
shows that fpaq is supported on K and so is an element of BpK|Hq.
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Finally, we show that f is surjective onto BpK|Hq. If b P BpK|Hq, then
define a “ b|K. Since the range of b is in K, a P BpKq, and we aim to show
fpaq “ b. For all ψ P H, we can write it as ψ “ ϕK ` ϕKK , where ϕK P K
and ϕKK P KK. Then since b P BpK|Hq we have bpψq “ bpϕKq. So fpaqpψq “

ipapi˚pψqqq “ apϕKq “ bpϕKq, and therefore fpaq “ b.

Lemma 2.13. Let a, b P BpHq be positive, and p “ supppaq, with K the cor-
responding subspace. If b ď a, then kerpaq Ď kerpbq and so supppbq ď supppaq,
and b “ bp “ pb “ pbp, and b P BpK|Hq.

Proof. If ψ P kerpaq, then

0 ď xψ, bpψqy ď xψ, apψqy “ xψ, 0y “ 0,

so by Lemma 2.11 (i), ψ P kerpbq. Therefore kerpaq Ď kerpbq, and it follows by
the fact that -K is order reversing that supppbq ď supppaq.

So for each ϕ P H

bpϕq “ bpp1 ´ pqpϕq ` ppϕqq “ bpp1 ´ pqpϕqq ` bpppϕqq “ bpppϕqq

because 1 ´ p is the projection onto kerpaq “ KK. Therefore b “ bp. Taking
adjoints, b “ b˚ “ p˚b˚ “ pb, and combining these two facts, b “ bp “ pbp. So
b vanishes on KK, and its range lies in K, so b P BpK|Hq.

We need some results about how directed suprema behave under multipli-
cation and the relationship between different notions of directed completeness
and continuity.

Lemma 2.14. Let A be a C˚-algebra, paiqiPI a directed set that has a supremum
a.

(i) Let β P Rě0. Then βa “
Ž

iPI

βai.

(ii) Let b P A. Then a` b “
Ž

iPI

pai ` bq.

Proof.

(i) If β “ 0, then this is true because 0 “ 0. If β ‰ 0, we reason as follows.
We have ai ď a, so a ´ ai P A`, so βa ´ βai P A`, as it is a cone, so
βa ě βai. Therefore βa is an upper bound for pβaiqiPI . Suppose b ě βai
for all i P I. Then β´1b ě ai for all i P I, so β´1b ě a, and therefore
b ě βa.

(ii) As ai ď a, a ´ ai P A`, so a ` b ´ pai ` bq P A`, so ai ` b ď a ` b for
all i P I, and therefore a ` b is an upper bound for pa ` biqiPI . Suppose
c ě ai ` b for all i P I. Then c ´ b ě ai for all i P I, so c ´ b ě a, and
c ě a` b.

Lemma 2.15. Let A be a C˚-algebra, and a, b P A, and β P Rą0. Then a ! b
implies βa ! βb.

Proof. Let a ! b, and let paiqiPI be a directed set with supremum
Ž

iPI ai ě βb.
By Lemma 2.14 (i),

Ž

iPI β
´1ai “ β´1

Ž

iPI ai ě b, so there exists i P I such
that β´1ai ě a. Therefore ai ě βa for this i. As this holds for any directed set
with supremum exceeding βb, we have proved βa ! βb.
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Proposition 2.16. Let A be a C˚-algebra

(a) The following are equivalent:

(i) A is bounded directed complete.

(ii) A` is bounded directed complete.

(iii) r0, 1sA is a dcpo.

(b) The following are equivalent when A is a bounded directed complete C˚-
algebra:

(i) A` is continuous.

(ii) r0, 1sA is continuous.

Proof.

(a) • (i) ñ (ii):
Let paiqiPI be a bounded directed set in A`. Then it is a bounded
directed set in A, so there exists a “

Ž

iPI ai. Pick j P I, and then
a ě aj ě 0, so a P A`. Therefore A` is bounded directed complete.

• (ii) ñ (iii):
Let paiqiPI be a directed set in r0, 1sA. As 1 ě ai for all i P I, it is a
bounded set in A` and so has a supremum a P A`. As 1 is an upper
bound for paiqiPI , a ď 1 so is the supremum in r0, 1sA. Therefore
r0, 1sA is directed complete.

• (iii) ñ (i):
Let paiqiPI be a directed set that is bounded above. Pick i0 P I, and
define J “ Ò i0. Then pajqjPJ is cofinal in paiqiPI , because paiqiPI is
directed. Define pbjqjPJ by bj “ aj ´ ai0 . Let b P A be an upper
bound for paiqiPI (equivalently for pajqjPJ), and therefore b´ ai0 is an
upper bound for pbjqjPJ . By Lemma 2.4 (iv) there exists n P N such
that n ¨ 1 ě b ´ ai0 , so bj ď n ¨ 1 for all j P J . We can therefore
define pcjqjPJ by cj “ 1

nbj , which is a directed set in r0, 1sA. Let
c “

Ž

jPJ cj . By Lemma 2.14 (i), nc “
Ž

jPJ bj , and by Lemma 2.14
(ii), nc` ai0 “

Ž

jPJ aj “
Ž

iPI ai.

(b) • (i) ñ (ii):
Let a P r0, 1sA. Then a P A` and

↠

aXr0, 1sA “

↠

aXA` because b ! a
implies b ď a ď 1. So

↠

a X r0, 1sA is directed and a “
Ž ↠

a X r0, 1sA,
proving r0, 1sA is continuous.

• (ii) ñ (i):
Let a P A`. By Lemma 2.4 (iv), there exists n P N such that a ď n ¨ 1.
Therefore 0 ď 1

na ď 1. By the assumption that r0, 1sA is continuous,↠

1
na is directed and

Ž ↠

1
na “ 1

na. If b P n

↠

1
na then 1

nb ! 1
na so b ! a

(Lemma 2.15). Similarly if b ! a, b P n

↠

1
na, so n

↠

1
na “

↠

a. As

↠

1
na

is directed,

↠

a “ n

↠

1
na is directed, and

Ž ↠

a “
Ž

n

↠

1
na “ n

Ž ↠

1
na “

n 1
na “ a, by Lemma 2.14 (i).
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In view of the above, we will simply say a C˚-algebra A is directed complete
if we mean that A or A` is bounded directed complete or r0, 1sA is directed
complete, and we will say that A is continuous if we mean that A` or r0, 1sA

is continuous. For technical reasons, we are unable in the infinite-dimensional
case to prove that if A is continuous as a poset under its natural order, then A`

and r0, 1sA are continuous, and we do not know of any counterexample either.

3 Domain Theory in Finite-Dimensional C˚-Algebras
In this section all Hilbert spaces are finite-dimensional.

We provide some proofs of facts that are somewhat well known in the infinite-
dimensional case, expressed in finite-dimensional terms that should be accessible
for readers who understand [7, Chapter 2]. For H a Hilbert space, we write
SApHq “ BpHqsa for the R-Banach space of self-adjoint operators. It is helpful
to recall that sppaq is simply the set of eigenvalues of a for a finite-dimensional
H.

Lemma 3.1. Let H be a finite-dimensional Hilbert space. The following sets
are the same.

(i) The norm unit ball: U “ ta P SApHq | }a} ď 1u.

(ii) The interval from ´1 to 1 in the Löwner order: r´1, 1sH “ ta P SApHq |

´1 ď a ď 1u.

(iii) The set of self-adjoint operators with spectrum in r´1, 1s: ta P SApHq |

sppaq Ď r´1, 1su.

So for a finite-dimensional C˚-algebra A, BallpAsaq “ r´1, 1sA.

Proof. The equivalence of (ii) and (iii) follows directly from Lemma 2.4.

• }a} ď 1 ñ sppaq Ď r´1, 1s:

Suppose for a contradiction that }a} ď 1 and there exists an eigenvalue
with |λ| ą 1. Let ψ be an eigenvector of Hilbert norm 1 with eigenvalue
λ. Then

}apψq}2 “ xψ, a2pψqy “ λ2xψ,ψy “ λ2 ą 1.

Taking square roots, }apψq} ą 1, which, as }ψ} “ 1, contradicts }a} ď 1.

• sppaq Ď r´1, 1s ñ }a} ď 1:

Let pψiqiPI be an orthonormal basis of eigenvectors of a, pλiqiPI the cor-
responding eigenvalues. Let ϕ P H with }ϕ} ď 1, which we write as
ř

iPI αiψi, so
ř

iPI αiαi ď 1. By the defining property of eigenvectors

}apϕq}2 “

C

ÿ

iPI

λiαiψi,
ÿ

iPI

λiαiψi

G

“
ÿ

iPI

λ2iαiαi ď 1

because
ř

iPI αiαi ď 1 and 0 ď λ2i ď 1, by the initial assumption. Taking
square roots, }apψq} ď 1, so }a} ď 1 in the operator norm.
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For a C˚-algebra A “
ś

iPI BpHiq, by the definition of the product norm we
have BallpAsaq “

ś

iPI BallpSApHiqq, and since the order is pointwise, the above
implies BallpAsaq “ r´1, 1sA. Therefore this statement holds for any finite-
dimensional C˚-algebra.

Lemma 3.2. The following are equivalent, for an operator a P BpHq:

(i) a P int pBpHq`q, i.e. a is in the norm interior of the positive cone.

(ii) There exists ϵ ą 0 such that a ě ϵ ¨ 1.

(iii) a P BpHq` and a is invertible.

Proof. We have a P int pBpHq`q iff there exists ϵ ą 0 such that ra´ϵ1, a`ϵ1s Ď

BpHq` by Lemma 3.1 (ii). Then ra´ϵ1, a`ϵ1s Ď BpHq` iff a´ϵ1 P BpHq` (i.e.
a ě ϵ1), and this in turn holds iff sppaq ě ϵ, by Lemma 2.4 (iii). As a is positive
and sppaq is closed, the existence of an ϵ ą 0 such that sppaq ě ϵ is equivalent
to 0 R sppaq, which by definition is equivalent to a being invertible.

In order to work with the set of completely positive subunital maps between
C˚-algebras, we will often let our C˚-algebras have another norm ~-~, consider
the positive part of the unit ball with respect to this norm, as a subposet of A`:

Ball`p~-~q “ A` X Ballp~-~q “ ta P A` | ~a~ ď 1u.

We reserve the notation }-} for the C˚-norm.

Lemma 3.3. Let A be a finite dimensional C˚-algebra, and paiqiPI a directed
set in Asa. The following are equivalent for an element a P A.

(i) a “
Ž

iPI ai.

(ii) ai converges to a.

If ~-~ is a norm on A, the same characterization holds for a directed set paiqiPI
contained in Ball`p~-~q and makes it into a dcpo.

Proof. • (i) ñ (ii):

As a finite-dimensional C˚-algebra is reflexive and therefore a W˚-algebra,
we can apply [21, 1.7.4], which shows that (i) ñ (ii) for weak-* conver-
gence. Since all vector space topologies agree on a finite-dimensional vec-
tor space [26, I.3.2], this is the same as norm convergence.

• (ii) ñ (i):

First we show that a is an upper bound for paiqiPI , so let i P I, aiming to
prove that ai ď a. By the definition of convergence, for all ϵ ą 0, there
exists j P I such that for all k ě j, }ak ´ a} ď ϵ. Since I is directed,
there exists k ě i, j, and we have ai ď ak. We have ak ´ a P ϵBallpAq, so
by Lemma 3.1, ´ϵ1 ď ak ´ a ď ϵ1, so ai ď ak ď a ` ϵ1. It follows that
pa ` ϵ1q ´ ai P A`, holds for all ϵ ą 0. Since 2´n1 Ñ 1 and the cone A`

is norm-closed we have

a´ ai “ lim
nÑ8

a` 2´n1 ´ ai P A`,
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so ai ď a for all i P I, as required to prove a an upper bound.

Now suppose b is an upper bound for paiqiPI . Then b ´ ai P A` for all
i P I, and since A` is norm-closed, b ´ a “ limiPIpb ´ aiq P A`, making
a ď b.

Now let ~-~ be a norm on A. All norms on finite-dimensional vector spaces
are equivalent, so there is a constant α P Rě0 such that for all a P A we
have ~a~ ď α}a}. Let paiqiPI be a directed set in B “ Ball`p~-~q. Then
B Ď αr´1, 1sA (Lemma 3.1) and therefore α ¨ 1 is an upper bound for paiqiPI
in A`. So a least upper bound a exists in A`. Since all norms are equivalent,
Ballp~-~q is }-}-closed, as is A`, and therefore so is B. Since ai Ñ a, we have
a P B, from which it follows that a “

Ž

iPI ai as calculated in B.
In the other direction, if paiqiPI is directed and converges to a, with every-

thing happening in B, then a is the least upper bound of paiqiPI in A`, and so
is also the least upper bound in B.

Lemma 3.4. Let a be a non-zero positive operator on H and p “ supppaq.
Then there exists an N P N such that for all i ě N , a´ 2´ip is positive, and

8
ł

i“N

pa´ 2´ipq “ a. (3.5)

in the positive cone of BpHq.
If A is a finite-dimensional C˚-algebra equipped with a norm ~-~, the same

holds inside B “ Ball`p~-~q, i.e. there exists N P N such that for all i ě N ,
a´ 2´ip P B and (3.5) holds inside B.

Proof. As a is positive, it is self-adjoint, and so as it is non-zero, it has a non-
zero eigenvalue. Let pψjqjPJ be an orthonormal basis of eigenvectors for a (J
a finite set), pλjqjPJ their corresponding eigenvalues, and let K Ď J be the
indices such that λj ‰ 0. Then pψkqkPK spans the support of a, because each
ψk is orthogonal to the null space of a, and every vector in the support of a is
expressible in terms of pψjqjPJ , but cannot use any of the ψj with λj “ 0.

Let λ ą 0 be the smallest nonzero eigenvalue of a. Let N be the smallest
N P N such that 2´N ď λ, so for all i ě N and k P K, 2´i ď λk. Let ϕ P H,
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and express it in terms of eigenvectors as
ř

jPJ αjψj . Then

xϕ, apϕqy “

C

ϕ, a

˜

ÿ

jPJ

αjψj

¸G

“

C

ϕ,
ÿ

jPJ

αjλjψj

G

“

C

ϕ,
ÿ

kPK

αkλkψk

G

“
ÿ

kPK

λkxϕ, αkψky

ě
ÿ

kPK

2´ixϕ, αkψky

“

C

ϕ, 2´i
ÿ

kPK

αkψk

G

“ xϕ, 2´ippϕqy,

so a ě 2´ip, i.e. a´ 2´ip is positive.
Since the sequence pa ´ 2´ipq8

i“N is directed and converges to a, we have
Ž8

i“N pa´ 2´ipq “ a by Lemma 3.3.
Now consider an algebra A “

ś

jPJ BpHjq where J is finite and each Hj

finite-dimensional, and let a “ pajqjPJ P A` and pj “ supppajq so that p “

ppjqjPJ is the support of a (Proposition 2.10). By what we have just proved, for
each j P J , there exist Nj P N such that for all i ě Nj the element aj ´ 2´ipj P

BpHjq`. Since J is finite, we can pick N 1 to be the largest Nj , and then for all
i ě N 1 we have pajqjPJ ´ 2´isuppppajqjPJq P A`. Then by Lemma 3.3 we have
Ž

i“N 1 a´ 2´ip “ a.
If A is equipped with a norm ~-~, and defining B “ Ball`p~-~q we have

a P B, then since a ´ 2´ip Ñ a, there exists N P N such that for all i ě N we
have a ´ 2´ip P Ballp~-~q. So if we define N “ maxM,N 1, for all i ě N we
have pajqjPJ ´ 2´ippjqjPJ P B and so by Lemma 3.3 (3.5) holds in B.

As a warm-up, and for later comparison, we characterize the way-below
relation in SApHq.

Lemma 3.6. Let a, b be self-adjoint operators on a finite-dimensional Hilbert
space H. The following are equivalent:

(i) b ! a in SApHq

(ii) a´ b is in the interior of BpHq`

(iii) There exists ϵ ą 0 such that a´ b ě ϵ ¨ 1.

Proof. The equivalence of (ii) and (iii) follows from Lemma 3.2. Suppose (iii)
holds, and let pciqiPI be a directed set with supremum c ě a. Then c ě b` ϵ ¨ 1,
so c´ b is in the interior of BpHq`, by the same lemma. Since ci Ñ c (Lemma
3.3), we have ci ´ b Ñ c´ b, so there exists i P I such that ci ´ b P BpH`q, i.e.
ci ě b. This proves (iii) implies (i).
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Suppose that (i) holds. Observe that pa´ 2´i1qqiPN is a monotone sequence
in SApHq converging to a, so a is its least upper bound (Lemma 3.3). It follows
that there exists i P N such that a ´ 2´i1 ě b, and therefore a ´ b ě 2´i1,
proving (iii).

We now characterize the way-below relation on positive operators.

Lemma 3.7. Let a, b be positive operators on H, where H is finite-dimensional.
The following are equivalent:

(i) b ! a in BpHq`

(ii) There exists ϵ ą 0 such that b ď a´ ϵ ¨ supppaq.

For A a finite-dimensional C˚-algebra equipped with a norm ~-~, the same char-
acterization holds in B “ Ball`p~-~q.

Proof. Throughout, define p “ supppaq for short. We start with the Hilbert
space case.

• (i) ñ (ii):

By Lemma 3.4 and the fact that b ! a, there exists i P N such that
b ď a´ 2´ip, so we can take ϵ “ 2´i.

• (ii) ñ (i):

Suppose that b ď a ´ ϵp for some ϵ ą 0. Let pciqiPI be a directed set of
positive operators with supremum c ě a. Let K be the support of c. If
K “ t0u, then c “ 0, so a “ b “ 0 and therefore b ! a. So we now assume
that K ‰ t0u and therefore c ‰ 0. As ci ď c for all i P I and a, b ď c,
all these operators can be restricted to elements of BpKq by Lemma 2.13,
and by Lemma 2.5,

Ž

iPI ci “ c in BpKq and all other order relations that
hold in BpHq continue to hold in BpKq. In BpKq, we have supppcq “ 1.

As a ď c, c´a is positive, and since pc´aq`a “ c, we have, by Lemma 2.11
(ii), supppc´ aq _ supppaq “ supppcq “ 1, these supports being calculated
in BpKq. Then

supppc´ pa´ ϵpqq “ suppppc´ aq ` ϵpq “ supppc´ aq _ supppϵpq

“ supppc´ aq _ supppaq “ 1,

using Lemma 2.11 (ii) again. Therefore c ´ pa ´ ϵpq is invertible, by the
finite-dimensionality of K, and so c ´ pa ´ ϵpq is in the norm interior of
BpKq` (Lemma 3.2).

By Lemma 2.14 (ii), c´pa´ϵpq “
Ž

iPI ci´pa´ϵpq, and so pci´pa´ϵpqqiPI

converges to c ´ pa ´ ϵpq (Lemma 3.3) so there exists i P I such that
ci ´ pa ´ ϵpq P BpKq`. Therefore ci ě a ´ ϵp ě b in BpKq, so b ď ci in
BpHq by Lemma 2.5. This proves b ! a.

Let A “
ś

jPJ BpHiq with J finite and Hi finite-dimensional Hilbert spaces, ~-~
a norm on A, and let a, b P B “ Ball`p~-~q such that b ! a. The argument that
(i) implies (ii) is essentially unchanged, using Lemma 3.4. For (ii) implies (i),
we expand a “ pajqjPJ and b “ pbjqjPJ and observe that p “ supppaq is of the
form ppjqjPJ with pj “ supppajq. Then by (ii) ñ (i) of the Hilbert space case,
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we have bj ! aj in each BpHjq`. If we have a directed set pciqiPI in B with
Ž

iPI ci “ c ě b, then for each j P J we have
Ž

iPI ci,j “ cj ě bj (in BpHjq`, by
Lemma 3.3), so there exists nj P I such that cnj ,j ě aj . Using directedness of I
and finiteness of J , there exists n P I such that for all j P J we have cn,j ě bj ,
and so cn ě b. This proves that b ! a in B.

In [3, Example 2.7] Selinger characterized the way-below relation on BpHq in
a different way, and Keimel has yet another characterization in [27, Proposition
5.1]. We can now reprove what was first proven by Selinger in [3, Example 2.7,
§5.1 Example], at a slightly different level of generality as we do not require that
the norm be monotone (see [3, §2.3 Definition]), though this makes no difference
for our application.

Theorem 3.8 (Selinger). Let A be a finite-dimensional C˚-algebra equipped
with a norm ~-~. Then Ball`p~-~q is a continuous dcpo.

Proof. We have already seen that B “ Ball`p~-~q is a dcpo in Lemma 3.3.
So we need to show that

↠

a is directed and a “
Ž ↠

a for all a P B. Let
p “ supppaq throughout. If b1, b2 P B and b1, b2 ! a, then by Lemma 3.7 there
exist ϵ1, ϵ2 ą 0 such that bi ď a ´ ϵip for i P t1, 2u. Taking ϵ “ maxtϵ1, ϵ2u, we
have bi ď a´ ϵp ! a (by Lemma 3.7).

The sequence pa ´ 2´ipq8
i“N from Lemma 3.4 is a subset of

↠

a by Lemma
3.7, so

a “

8
ł

i“N

pa´ 2´ipq ď
ł ↠

a ď a,

the last inequality being because a is an upper bound for

↠

a.

We note the following consequence of Theorem 3.8 that we use later.

Theorem 3.9. Let X be a set (no longer required to be finite), and pHxqxPX

a family of finite-dimensional Hilbert spaces. Then
ś

xPX

BpHxq is a continu-

ous directed-complete C˚-algebra. The way-below relation is characterized by
paxqxPX ! pbxqxPX iff there exists a finite subset S Ď X such that ax “ 0 for all
x P XzS, and for all x P S ax ! bx.

Proof. For convenience, we write Ax “ BpHxq and A “
ś

xPX Ax. By Theorem
3.8, if we take ~-~ “ }-}, the unit interval r0, 1sAx

is a continuous dcpo for all
x P X. The order on r0, 1sA is the product ordering and r0, 1sA is the poset
product

ś

xPX r0, 1sAx .
By [14, Proposition I-2.1 (ii)],

ś

xPX r0, 1sAx
is a continuous dcpo, and paxqxPX !

pbxqxPX iff there exists a finite set S Ď X such that ax “ 0 except when x P S,
and ax ! bx for all x P X, which, as 0 ! bx, is satisfied iff ax ! bx for all x P S.

Therefore, by Proposition 2.16 (b), A is continuous.

We now show why we cannot approximate arbitrary completely positive
maps using directed joins from a fixed countable set. For this we need the notion
of a basis for a continuous dcpo [14, Definition III-4.1]. To avoid confusion with
the linear notion of basis for a vector space, we will refer to this as a base instead.
A base of a dcpo D is a set B Ď D such that for all d P D,

↠

d X B is directed,
and d “

Ž ↠

dXB. A dcpo D has a base iff it is continuous, and it is immediate
from the definition that if D is continuous, D is a base.
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Lemma 3.10. Let A be a noncommutative finite-dimensional C˚-algebra, so
A –

ś

jPJ BpHjq where for at least one j, dimpHjq ě 2. Let ~-~ be a norm on
A. Then any base of Ball`p~-~q has cardinality 2ℵ0 .

Proof. Let D Ď B “ Ball`p~-~q be a base. Let k P J be such that dimpHkq ě 2,
and define P to be the set of elements pajqjPJ P A such that ak is a 1-dimensional
projection and aj “ 0 for all j ‰ k.

For each p P P , ~p~ ą 0 so we can define qp to be equal to p if ~p~ ď 1,
and otherwise qp “

p
~p~

. Then qp ď p and qp P B. Since D is a base, there
must exist dp P D such that dp ! qp, and therefore dp ď qp. Fix such a dp
for each p P P , and we show that the map p ÞÑ dp is injective. Let p, p1 P P
such that dp “ dp1 . Define K,K1 to be the respective 1-dimensional subspaces
of Hk corresponding to pk, p

1
k. Since dp ď qp ď p, we have dp,k ď pk and so

dp,k P BpK|Hq, and likewise dp1,k P BpK1|Hq. Since dp,k “ dp1,k are non-zero
and K,K1 are 1-dimensional, we have K “ K1 and therefore pk “ p1

k. Since
pj , p

1
j “ 0 for all other j P J , we have p “ p1. All together, we have defined an

injective map P Ñ D.
Since Hk is finite-dimensional and at least 2-dimensional the cardinality of

P is that of the continuum, 2ℵ0 . Therefore this is true of D as well.

We write CPpA,Bq for the set of completely positive maps A Ñ B and
CPSUpA,Bq for the set of completely positive subunital maps A Ñ B. By
subunital, we mean that f : A Ñ B has fp1q ď 1. These are superopera-
tors in the Heisenberg picture. In the Schrödinger picture they correspond to
maps f : B Ñ A that are completely positive and trace-reducing (a.k.a. trace
nonincreasing).

Theorem 3.11. Let A,B be finite-dimensional C˚-algebras, one of which is
noncommutative. If a set D Ď CPSUpA,Bq of complete positive subunital
maps is such that for all f P CPSUpA,Bq there exists a directed set pfiqiPI in
D with f “

Ž

iPI fi, then D is uncountable.

Proof. Choi’s version [28] of the Choi-Jamiołkowski isomorphism [29] gives, for
each n,m P N, an isomorphism between the matrix algebra Mnm and the set
of linear maps Mn Ñ Mm that is itself linear and restricts to an isomorphism
between pMnmq` and CPpMn,Mmq. This extends to an isomorphism between
pAbBq` and CPpA,Bq for finite-dimensional C˚-algebras A,B. We have that
if at least one of A,B is noncommutative, then so is AbB.

A map f P CPpA,Bq is subunital iff its operator norm6 is ď 1 [30, Lemma
5.3]. So under the Choi-Jamiołkowski isomorphism we have an isomorphism of
CPSUpA,Bq with Ball`p~-~q for some norm ~-~ on AbB, and CPSUpA,Bq

is therefore a continuous dcpo (Theorem 3.8). If D Ď CPSUpA,Bq is a set as
described in the statement of the theorem, then it follows from continuity of
CPSUpA,Bq as a dcpo that D is a base [14, Proposition III-4.2 (5) ñ (1)]. So
Lemma 3.10 implies D is uncountable.

At this point we note that Theorem 3.8 together with Lemma 3.7 the above
shows that Keimel’s claim [27, Proposition 5.3] that the Lawson topology on the
“kegelspitz”, the set of positive operators of trace ď 1, agrees with the Euclidean
topology is false. If p is a 1-dimensional projection in BpC2q, for instance, the

6As an operator A Ñ B with respect to their C˚-norms.
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way-up set ↠

p
2 is Scott open [14, Theorem II-1.14 (1) ñ (2)] and therefore

Lawson open, and contains p, but we can find a sequence of 1-dimensional
projections pi Ñ p in the Euclidean topology such that pi ‰ p for all i P N
and therefore p

2 ­! pi for any i P N, which shows that ↠

p
2 is not open in the

restriction of the Euclidean topology of BpC2q to the kegelspitz.
Theorem 3.11 can also be applied to the domain theory of spacetimes (see [31,

32]), because 3 ` 1-dimensional Minkowski spacetime is isomorphic to SApC2q,
the self-adjoint 2ˆ2 matrices. We have to be careful with the way-below relation
– the one used in [31] is for the whole space as a poset, not the positive cone,
and so corresponds to Lemma 3.6 rather than Lemma 3.7.

Theorem 3.12. Let M be 3 ` 1-dimensional Minkowski space, and we write
ď for the causal order. If D Ď M is a set such that for each pair of events
x, y P M with x ď y, there exists a causally directed set pziqiPI in D with x ď zi
for all i P I and

Ž

iPI zi “ y, then D is uncountable.

Proof. The map f that takes pt, x, y, zq P M to

t

ˆ

1 0
0 1

˙

` x

ˆ

0 1
1 0

˙

` y

ˆ

0 ´i
i 0

˙

` z

ˆ

1 0
0 ´1

˙

is a linear isomorphism of M with SApC2q that maps the causal forward cone
of the origin in M to the positive matrices.

So if D is a set with the required property, then fpDq X r0, 1sM2 is a set with
the property required in Theorem 3.11, so is uncountable. It follows that D is
uncountable.

The above could be generalized to 1 ` n-dimensional Minkowski space by
using JB-algebras instead of C˚-algebras, but we omit this for reasons of space.

4 Characterization of Continuous C˚-algebras
In this section, we show that if the unit interval of a C˚-algebra A is a continuous
dcpo, then A is a product of finite-dimensional matrix algebras. This includes
the case that A is a W˚-algebra, but there are directed-complete C˚-algebras
that are not W˚-algebras7.

In general, an induced sub-dcpo of a continuous dcpo is not necessarily
continuous [14, Exercise I-2.19]. So we need an extra condition to pass continuity
to a sub-dcpo. This is provided by the following lemma, an extension of [14,
Theorem I-2.7], better adapted to directed-complete C˚-algebras because it does
not require that the ambient poset be a lattice.

For clarity, for each join or meet we take, we write the name of the poset in
which it is interpreted, so

ŽE
iPI xi is the least upper bound of pxiqiPI in E. We

need such a notation because if E is contained in a larger poset F there may be
a smaller upper bound in F .

Lemma 4.1. Let D be a continuous dcpo, and E Ď D a complete lattice in
the induced ordering, such that the inclusion mapping preserves all non-empty
meets, and directed joins. Then E is a continuous lattice.

7An example of one is the bounded Borel-measurable functions on r0, 1s modulo meagre
sets (if it were modulo sets of Lebesgue measure 0, this would be a W˚-algebra).

21



Proof. We use condition (DD) of [14, Theorem I-2.7], which is to say, let J be a
non-empty set, tKjujPJ a J-indexed family of posets, txj,kujPJ,kPKj

be a family
of elements in E such that for all j P J , txj,kukPKj

is directed, then we want to
show

E
ľ

jPJ

E
ł

kPKj

xj,k “

E
ł

fP
ś

jPJ

Kj

E
ľ

jPJ

xj,fpjq, (4.2)

where we have written E above the lattice operations to emphasize that they
should be calculated in E, rather than D. This is a kind of distributivity
property that holds iff E is a continuous lattice by [14, Theorem I-2.7].

The proof is by showing the inequality in each direction.

• ě:
This holds in any complete lattice, so the proof does not depend on D,
so we do not need to use the notation above that emphasizes which poset
the joins and meets are calculated in, as they will all be calculated in E.
We have

@f P
ź

jPJ

Kj , j P J.
ľ

j1PJ

xj1,fpj1q ď xj,fpjq ď
ł

kPKj

xj,k so

@j P J.
ł

fP
ś

jPJ

Kj

ľ

j1PJ

xj1,fpj1q ď
ł

kPKj

xj,k so

ł

fP
ś

jPJ

Kj

ľ

jPJ

xj,fpjq ď
ľ

jPJ

ł

kPKj

xj,k.

• ď:
We use the continuity of D in the following way. If we want to show that
x ď y in a continuous dcpo, we can show that for all z ! x, we have z ď y.
Then x “

Ž ↠

x ď y. Therefore what we want to show is that if y P D

and y !
E
Ź

jPJ

E
Ž

kPKj

xj,k, then y ď
E
Ž

fP
ś

jPJ

Kj

E
Ź

jPJ

xj,fpjq. We start with

y !

E
ľ

jPJ

E
ł

kPKj

xj,k ď

E
ł

kPKj

xj,k “

D
ł

kPKj

xj,k

for all j P J , by the assumption that the inclusion of E into D preserves
directed joins. So by the definition of way below, for all j P J there exists
gpjq P Kj such that y ď xj,gpjq, which defines a function g P

ś

jPJ Kj . By
the assumption that E is a complete lattice,

ŹE
jPJ xj,gpjq exists, and by

the assumption that the inclusion of E into D preserves non-empty meets
ŹD

jPJ xj,gpjq exists8 and is equal to
ŹE

jPJ xj,gpjq. Therefore:

y ď

E
ľ

jPJ

xj,gpjq ď

E
ł

fP
ś

jPJ

Kj

E
ľ

jPJ

xj,fpjq.

8This is needed because we cannot assume that y P E, only that it is in D.
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In order to continue the proof, will need to use the fact that directed-
complete C˚-algebras are AW˚-algebras9. This fact is known to experts, but
does not seem to have made its way into textbooks, so we give a proof here.
First we must define AW˚-algebras. To do this, we need some definitions. If A
is a *-algebra, the right annihilator of a subset S Ď A is defined to be

RpSq “ ta P A | @s P S.sa “ 0u.

In order to imagine what RpSq is, it may help to consider the case of CpXq.
If a P CpXq is a complex-valued function, Rptauq is the set of functions that
vanish wherever a is nonzero.

We can also define the commutant of S, written S1:

S1 “ ta P A | @b P S.ab “ bau,

i.e. S1 is the set of elements that commute with everything in S.

Definition 4.3. Let A be a C˚-algebra. The following four conditions are
equivalent and define what it is for A to be an AW˚-algebra.

(i) A is a Baer *-ring, i.e. for all S Ď A, there exists a projection p P A such
that RpSq “ pA.

(ii) The projections of A form a complete lattice and A is a Rickart *-ring,
i.e. for all a P A, there exists a projection p P A such that Rptauq “ pA.

(iii) Every set of orthogonal projections in A has a supremum and A is a Rickart
*-ring.

(iv) Every set of orthogonal projections in A has a supremum and every max-
imal commutative *-subalgebra of A is generated by its projections.

Proof. The equivalence of the first three is shown in [17, §4 Proposition 1].
Part (iv) is actually the original definition of an AW˚-algebra and is proved
to imply (i) in [33, Theorem 2.3]. To show (iii) implies (iv), we only need to
show the second part holds. So let A be a C˚-algebra satisfying (iii), and let
B Ď A be a maximal commutative *-subalgebra. By [17, §3 Proposition 9 (5)],
A2 is commutative and contains A, so as A is maximal, A2 “ A. By [17, §4
Proposition 8 (iv)], this implies A is a commutative AW˚-algebra (in the sense
of (i)). Commutative AW˚-algebras are isomorphic to CpXq for a stonean space
X [17, §7 Theorem 1], so are generated by their projections.

Proposition 4.4. Every directed-complete C˚-algebra is an AW˚-algebra.

Proof. Let A be a directed-complete C˚-algebra. To show that A is an AW˚-
algebra, it suffices to show that every maximal commutative *-subalgebra B is
directed-complete [34, Proposition 1.4]. Let paiqiPI be a bounded directed set of
self-adjoint elements of B, and b “

Ž

iPI ai, as calculated in A. By [34, Lemma
1.6], b P B. As B is order-embedded in A (Lemma 2.5), b is also the supremum
of paiqiPI in B. Therefore B is directed-complete.

The following standard lemma characterizes when products of positive ele-
ments are positive.

9Whether the converse is true is an open problem.
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Lemma 4.5. Let A be a C˚-algebra and a, b P A positive. Then ab is positive
iff ab “ ba.

Proof. If ab is positive, then it is self-adjoint, so ab “ pabq˚ “ b˚a˚ “ ba. For
the other direction, suppose that ab “ ba. Then a and b generate a commutative
C˚-subalgebra of A, which, by Gel’fand duality, is isomorphic to CpXq for some
X. Since positive elements of CpXq correspond to functions taking values in
Rě0, ab is positive.

We need the following purely technical lemma about positive operators and
projections on a Hilbert space.

Lemma 4.6. Let A be a C˚-algebra, a P r0, 1sA, and p P ProjpAq. Then the
following are equivalent:

(i) a ď p

(ii) a “ ap

(iii) a “ pa

(iv) a “ pap

Proof. In the proof, we observe that all these relations are preserved and re-
flected by isomorphisms. As for every C˚-algebra A there exists a Hilbert space
H such that A is isomorphic to a C˚-subalgebra of BpHq, we can reduce to
proving the equivalence of (i)-(iv) for A a C˚-subalgebra of BpHq.

• (i) ñ (ii), (ii) ô (iii), (iii) ñ (iv):

If we apply Lemma 2.13 to a and p, using the fact that p “ suppppq, we
get (i) ñ (ii), and the proof used in that Lemma to show that (ii) ñ (iii)
actually also shows (iii) ñ (ii), and it is clear that (ii) and (iii) together
imply (iv).

• (iv) ñ (ii): We have a “ pap and therefore ap “ pap2 “ pap “ a.

• (ii),(iii) ñ (i): We want to show that a ď p, i.e. p ´ a P A`. By (ii), we
have

p´ a “ p´ ap “ p1 ´ aqp

and similarly by (iii), p´ a “ pp1´ aq, so p1´ aq commutes with p. Then
p is positive, and p1´ aq is positive because a P r0, 1sA, so by Lemma 4.5,
p´ a “ p1 ´ aqp is positive.

Care is required in interpreting the following proposition, for two reasons.
Firstly, in general the map ProjpAq ãÑ Asa does not even preserve finite joins
or meets. This happens even in the case when A is the 2ˆ 2 matrix algebra[35,
Lemma 7]. This is why the restriction in the codomain to the sub-poset r0, 1sA Ď

Asa is needed. The second is that r0, 1sA is not a lattice if A is non-commutative,
so the natural way of phrasing the following, “ProjpAq is a sublattice of r0, 1sA”,
isn’t strictly right.

Proposition 4.7. Let A be an AW˚-algebra. Then the inclusion map ProjpAq Ñ

r0, 1sA preserves all lattice operations.
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Proof. Let ppiqiPI be a family of projections, and let p “
ProjpAq

Ź

iPI

pi. We want to

show that
r0,1sA

Ź

iPI

pi “ p. As p is a lower bound for ppiqiPI in r0, 1sA, it suffices to

show that p is greater than any lower bound a P r0, 1sA for ppiqiPI .
So let a P r0, 1sA such that for all i P I, a ď pi. By Lemma 4.6, a “ api

for all i P I. If we define qi “ 1 ´ pi for all i P I and q “ 1 ´ p, we have

q “
ProjpAq

Ž

iPI

qi by the fact that the map p ÞÑ 1 ´ p is an isomorphism of ProjpAq

with its opposite (Lemma 2.6 (vi)).
As api “ a, we have aqi “ 0 for all i P I. By [17, §3 Proposition 6], this

implies aq “ 0, and therefore ap “ a, which by Lemma 4.6 implies a ď p.

Therefore p “
r0,1sA

Ź

iPI

pi.

It then follows from the fact that a ÞÑ 1 ´ a is an isomorphism of r0, 1sA

with its opposite (Lemma 2.6 (v)), and restricts to a such a map on ProjpAq

as well, that the inclusion morphism ProjpAq Ñ r0, 1sA preserves joins as well,
and so ProjpAq is a complete sublattice of r0, 1sA.

We can now make full use of Lemma 4.1’s extra generality.

Proposition 4.8. If A is a continuous directed complete C˚-algebra, A is an
AW˚-algebra with ProjpAq a continuous lattice.

Proof. By Proposition 4.4, A is an AW˚-algebra. We also have that r0, 1sA

is a continuous dcpo (Proposition 2.16), so by Proposition 4.7, the inclusion
ProjpAq ãÑ r0, 1sA satisfies the conditions of Lemma 4.1, and therefore ProjpAq

is a continuous lattice.

We can now prove that certain projection lattices are not continuous. An
atom in a poset P with a bottom element 0 is an element a P P such that there
is no element strictly between a and 0. We say a poset is atomic if for each
non-zero b P P , there is an atom a ď b. A poset is atomless if it has no atoms.

The following is due to Nik Weaver [15]. Although it is stated there for von
Neumann algebras, the same proof works for AW˚-algebras.

Lemma 4.9 (Weaver). Let A be an AW˚-algebra. If ProjpAq is continuous,
then it is atomic.

Proof. We prove the contrapositive, i.e. that if ProjpAq is not atomic, it is not
continuous. To clarify, in the following we say an element p “has no atoms below
it” to mean there is no atom a P ProjpAq such that a ď p. So let p P P be an
element with no atoms below it, which must exist if ProjpAq is not atomic. We
will show that

↠

p “ t0u, so p ‰
Ž ↠

p. Let q ď p and q ‰ 0. If q had an atom
below it, so would p, so q has no atoms below it. Therefore we can construct
a decreasing sequence such that q1 “ q, qi`1 ď qi and qi`1 ‰ qi and qi`1 ‰ 0
inductively.

Define q1 “
Ź8

i“1 qi and pi “ p´ pqi ´ q1q. Using Lemma 2.6 (i), we see that
q1 ď qi implies q´qi is a projection, and qi ´q1 ď qi ď q ď p implies p´pqi ´q1q

is a projection, so pi is a projection. Now, as for all i P N, qK ^ qi “ 0, we have
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pp ^ qKq ^ pqi ^ q1K
q “ 0, and therefore, as qi ‰ 0, qi ´ q1 ę p ^ qK “ p ´ q

(Lemma 2.6 (iv)), so q ę p´ qi ` q1 “ pi. But

8
ł

i“1

pi “

8
ł

i“1

pp´ pqi ´ q1qq

“ p´

8
ľ

i“1

pqi ´ q1q Lemma 2.6 (vi)

“ p´

8
ľ

i“1

qi ^ pq1qK Lemma 2.6 (iv)

“ p´

˜

8
ľ

i“1

qi

¸

^ pq1qK

“ p´ q1 ^ pq1qK

“ p.

Therefore ppiqiPN shows that q ­! p. So

↠

p “ t0u, and as p ‰ 0, p ‰
Ž ↠

p,
proving that ProjpAq is not continuous.

In the commutative case, we have the following.

Lemma 4.10. Let A be a commutative AW˚-algebra. If ProjpAq is continuous
then ProjpAq – PpXq for some set X.

Proof. The projection lattice of a commutative C˚-algebra AW˚-algebra is a
complete Boolean algebra, because the commutativity implies that it is a Boolean
algebra, and Definition 4.3 (ii) implies that it is a complete lattice. The fact
that ProjpAq – PpXq then follows from [14, Theorem I-4.20]. However, we can
prove it directly from Lemma 4.9. That lemma implies that ProjpAq is atomic.
Then take X to be the set of atoms of ProjpAq, and define f : PpXq Ñ ProjpAq

by fpSq “
Ž

S. It is then easy to prove that f is an isomorphism of Boolean
algebras.

We will require the notion of an AW˚-subalgebra. For the benefit of the
reader, we condense [17, §4 Definitions 3 and 4] and [17, §3 Definition 4]. Given
an AW˚-algebra and an element a P A, and taking p to be the unique projection
such that pA “ Rptauq (recall Definition 4.3 (ii)), we define the right projection
RP paq to be 1 ´ p [17, §3 Proposition 3, Definition 4].

Definition 4.11. Let A be an AW˚-algebra and B Ď A a *-subalgebra. We say
that it is an AW˚-subalgebra if

(i) B is norm-closed, i.e. B is a C˚-subalgebra.

(ii) If x P B then RP pxq P B (as calculated in A).

(iii) If ppiqiPI is a nonempty family of projections in B,
Ž

iPI pi P B (the join
being calculated in ProjpAq).

By [17, §4 Proposition 8 (i)], if B Ď A is an AW˚-subalgebra of an AW˚-
algebra A, then B is an AW˚-algebra.
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Lemma 4.12. Let A be an AW˚-algebra and B Ď A an AW˚-subalgebra. Then
ProjpBq Ď ProjpAq has the induced ordering and the inclusion map ProjpBq Ñ

ProjpAq preserves arbitrary joins and nonempty meets. It preserves all meets
iff the unit element of A is contained in B.

Proof. First, observe that ProjpAq is order-embedded in A and ProjpBq is order-
embedded in B, and B is order-embedded in A by Lemma 2.5, so ProjpBq is
order-embedded in ProjpAq.

By Definition 4.11 (iii), nonempty suprema are preserved by the inclusion
map, and as B is a *-subalgebra, 0 is preserved as well, showing all suprema are
preserved.

To show that non-empty meets are preserved, it helps to factorize the in-
clusion map into two maps. Let u P B be the unit element of B (which exists
because B is an AW˚-algebra). Now ProjpBq Ď Óu Ď ProjpAq. If ppiqiPI be
a non-empty family of projections in Óu. By the nonemptiness, if q P A and
q ď pi for all i P I, then q P Óu. Therefore the inclusion map Óu Ñ ProjpAq

preserves non-empty meets. Now, as the complement of an element a P ProjpBq

is u ´ a, and this is also true for Óu, the inclusion map ProjpBq Ñ ProjpAq

preserves complements. As it preserves joins, it preserves meets. Therefore the
composite inclusion map ProjpBq Ñ ProjpAq preserves non-empty meets.

As the unit element is the empty meet, the inclusion map preserves all joins
iff u P A.

The following is the combination of the previous lemma with Lemma 4.1
that we will use twice.

Corollary 4.13. Let A be an AW˚-algebra such that ProjpAq is continuous,
and B Ď A an AW˚-subalgebra. Then ProjpBq is continuous.

Proof. The inclusion ProjpBq Ď ProjpAq satisfies the hypotheses of Lemma 4.110

by Lemma 4.12.

Recall that for a C˚-algebra A, the centre ZpAq is defined to be the set of
elements that commute with every element of A. For an AW˚-algebra A, if
ZpAq is as small as possible, consisting only of multiples of the identity element,
we say that A is a factor, or AW˚-factor to emphasize the fact that it is an
AW˚-algebra. Contrariwise, ZpAq “ A iff A is commutative. The projections
in the centre ProjpZpAqq are called the central projections of A.

Lemma 4.14. Let A be an AW˚-algebra and p a central projection, i.e. p P

ProjpZpAqq.

(i) Let a P A. Then pa “ ap “ pap.

(ii) The element a P A is in pAp “ pA “ Ap iff a “ pa (and therefore iff
a “ ap or a “ pap).

(iii) pAp is an AW˚-subalgebra of A, with unit element p.

(iv) The map πp : A Ñ pAp defined by πppaq “ pap (equivalently pa or ap) is
a unital *-homomorphism.

10In fact [14, Theorem I-2.7] would work unaltered in this specific case, but we used (and
needed) the extra generality in Proposition 4.8.
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(v) ZppApq “ pZpAqp, i.e. the centre of pAp is the image of the centre of A.

Proof.

(i) pa “ ap follows from p P ZpAq, and therefore pap “ p2a “ pa.

(ii) First, by (i), pAp “ pA “ Ap. By definition, a P pA iff there is some b P A
such that a “ pb. So a P pA implies pa “ p2b “ pb “ a. Conversely, if
pa “ a, then immediately a P pA. By (i) these statements hold equally
well for ap “ a and pap “ a.

(iii) See [17, §4 Proposition 8 (iii)] for the proof that pAp is an AW˚-subalgebra
of A. It is then easy to see that p is the unit element, because ppap “

pap “ papp for all a P A. It follows that the inclusion morphism pAp Ñ A
is a *-homomorphism, but is not unital unless p “ 1.

(iv) Since (i) shows that πppaq “ pa, we will work with this definition, as
it is slightly simpler. If αa ` βb is a C-linear combination in A, then
πppαa`βbq`ppαa`βbq “ αpa`βpb = απppaq`βπppbq, proving linearity.
For all a P A, we have πppa˚q “ pa˚ “ a˚p “ ppaq˚ “ πppaq˚, so πp
preserves the -˚ operation. If a, b P A, then πppabq “ pab “ p2ab “ papb “

πppaqπppbq. Finally, πbp1q “ p1 “ p, which is the unit element of pAp by
(iii), so πb : A Ñ pAp is a unital *-homomorphism.

(v) If a P ZpAq, then as p P ZpAq and the centre is a *-subalgebra of A, pap P

ZpAq, so pZpAqp Ď ZpAq. As every element of pAp is an element of A,
pZpAqp Ď ZppApq. For the opposite inclusion, suppose that a P ZppApq,
i.e. pap “ a and a commutes with all elements of pAp. We show that
a P ZpAq, and therefore a P pZpAqp (because a “ pap). It follows from
a P pAp that p1 ´ pqa “ 0. Let b P A, and

ba “ pbp` bp1 ´ pqqa

“ bpa` bp1 ´ pqa

“ bpa because p1 ´ pqa “ 0

“ ppbpqa part (i)
“ appbpq because a P ZppApq

“ apb part (i)
“ ab part (ii).

Therefore ZppApq “ pZpAqp.

Proposition 4.15. Let A be an AW˚-algebra such that ProjpAq is continuous.
Then ProjpZpAqq – PpXq for some set X, and A –

ś

xPX xAx where each xAx
is an AW˚-factor such that ProjpxAxq is continuous.

Proof. By [17, §4 Proposition 8 (v)] ZpAq is an AW˚-subalgebra of A. By the
continuity of ProjpAq, ProjpZpAqq is continuous (Corollary 4.13). Therefore
ProjpZpAqq is isomorphic to PpXq, where X is the set of atoms of ProjpZpAqq

(Lemma 4.10).
The atoms of ProjpZpAqq form a disjoint family of central projections whose

join is 1, so we can apply [17, §10 Proposition 2] to conclude that the mapping
ϕ : A Ñ

ś

xPX xAx defined by ϕpaq “ pxaxqxPX is an isomorphism.
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By Lemma 4.14 (iii), xAx is an AW˚-algebra for all x P X. If p is a central
projection in xAx, then p P ZpAq and px “ xp “ x by Lemma 4.14 (v) and
(ii). By Lemma 2.6 (ii), p ď x, so as x is an atom, either p “ x or p “ 0. Since
commutative AW˚-algebras are the closed C-linear span of their projections [17,
Proposition 1 (3)], it follows that ZpxAxq is the linear span of x, and therefore
xAx is a factor.

Finally, as xAx is an AW˚-subalgebra of A, ProjpxAxq is continuous (Corol-
lary 4.13).

As in Lemma 4.9, the von Neumann algebra version of the following is due
to Nik Weaver [15]. The non-continuity of ProjpBpHqq for infinite-dimensional
H was also shown independently by Keimel [36, Proposition 3.1], and indepen-
dently of both of these by the author, who based the proof on Birkhoff and von
Neumann’s proof that ProjpHq is not modular [37, §11].

Proposition 4.16. An AW˚-factor A has ProjpAq continuous iff there exists
a finite-dimensional Hilbert space H such that A – BpHq.

Proof. The fact that ProjpBpHqq is continuous if H is finite-dimensional follows
from Theorem 3.9 and Proposition 4.8. So we only need to show that if ProjpAq

is continuous, A – BpHq for H finite-dimensional. By Lemma 4.9, ProjpAq

must be atomic. By [17, §15, Theorem 1, (4)], there is a central projection
h4 such that h4A is a discrete AW˚-algebra and p1 ´ h4qA is a continuous11
AW˚-algebra (see [17, §15, Definition 3] for the definitions of these). Since A
is a factor, the only central projections are 0 and 1, so either A is a discrete
AW˚-algebra or a continuous AW˚-algebra. If A were continuous, then the
only abelian projection (see [17, §15, Definition 2] for the definition of this) is
0. So by [17, §19 Lemma 1] every projection other than 0 contains a strictly
smaller non-zero projection (see [17, §14, Proposition 2 and Corollary 1] for why
an AW˚-algebra “has PC”). As ProjpAq is atomic, this is false, so A must be
discrete, or a type I AW˚-algebra [17, §15, Definition 4].

Therefore, by [38, Lemma 1], there exists a Hilbert space H such that A –

BpHq. So all we need to do is show that H cannot be infinite dimensional. The
counterexample to ProjpBpHqq being continuous for infinite-dimensional H is
related to Birkhoff and von Neumann’s counterexample to ProjpBpHqq being
modular for infinite-dimensional H [37, §11].

By taking an orthonormal basis, identify H with ℓ2pκq for some cardinal κ.
We use peαqαPκ for the basis vectors, the functions taking the value 0 everywhere
except for at α, where they take the value 1. Define p “ |e0yxe0| and for i P ω,
define

ψn “
e0 ` 1

n`1en`1
b

n`2
n`1

so that pn “ |ψnyxψn| is the projection onto the span of e0 ` 1
n`1en`1. So

Žn
i“0 pi is the projection onto the span of te0 ` e1, e0 ` 1

2e2, . . . , e0 ` 1
n`1en`1u.

It is clear that e0 is not in this subspace for any n P ω, so p ę
Žn

i“0 pi for any
n P ω. However, as

›

›

›

›

e0 `
1

n
en ´ e0

›

›

›

›

“

›

›

›

›

1

n
en

›

›

›

›

“
1

n
Ñ 0

11As will soon be apparent, it is important not to confuse this notion with the notion of
continuity for dcpos.
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we have that e0 is in the closure of the span te0`e1, e0` 1
2e2, . . .u, so p ď

Ž8

i“0 pi.
We can then define q0 “

Ž

αPκzω |eαyxeα|, qn “ qn´1 _pn´1, for n ą 1 in ω, and
we have a chain of projections such that

Ž8

i“0 qi “ 1, and p ę qi for any i P ω.
So p ­! 1.

We can re-run this argument for any projection onto a 1-dimensional sub-
space, by extending a unit vector ψ contained in that subspace to an or-
thonormal basis and identifying ψ with e0. Therefore no projection onto a
1-dimensional subspace is way below 1. As every non-zero projection contains
a 1-dimensional subspace, this shows that the only projection that is way below
1 is 0, so 1 is not the supremum of elements way below it, and ProjpBpHqq is
not continuous.

We can now state and prove the precise characterization of C˚-algebras
whose effect algebra is a continuous dcpo.

Theorem 4.17. (i) For a C˚-algebra A, the unit interval r0, 1sA is a contin-
uous dcpo iff A is of the form

ś

xPX BpHxq where Hx is finite-dimensional.

(ii) The projection lattice ProjpAq of an AW˚-algebra A is continuous iff A is
of the form

ś

xPX BpHxq where Hx is finite-dimensional.

Proof. Let A be a C˚-algebra such that r0, 1s is a continuous dcpo. Since it is
a dcpo, A is bounded directed complete (Proposition 2.16 (a) (iii) ñ (i)), so by
Proposition 4.8, A is an AW˚-algebra and ProjpAq a continuous lattice.

Therefore we are in the situation of (ii). If A is an AW˚-algebra with ProjpAq

a continuous lattice, then A –
ś

xPX xAx (Proposition 4.15) and by Proposition
4.16 xAx – BpHxq for a finite-dimensional Hilbert space Hx for all x P X. So
we have proved the forward implication of both (i) and (ii).

The backward implication of (i) follows from Theorem 3.9. The backward
implication of (ii) then follows by Proposition 4.8.

We can now combine the results from this section with the previous one.
Recall that the C˚-algebra ℓ8pXq is the categorical product12 of C indexed by
X in C˚Alg. It consists of bounded functions a : X Ñ C, i.e. functions that
have a bound Rě0 Q α ě |apxq| that depends on a but does not depend on
x P X.

Proposition 4.18. Let A be a C˚-algebra such that r0, 1sA is a dcpo with a
countable base. Then A – ℓ8pXq, where X is a countable set. In particular, A
is commutative.

Proof. Since r0, 1sA has a countable base B, it is continuous, so A –
ś

iPI BpHiq,
with Hi finite-dimensional, by Theorem 4.17 (i). If there were an i P I such
that dimpHiq ě 2, then πi : r0, 1sA Ñ r0, 1sBpHiq is a Scott continuous surjective
map. So πipBq would be a countable base for r0, 1sBpHiq by [14, Proposition
III-4.12], which contradicts Lemma 3.10. Therefore for all i P I, Hi is 0 or
1-dimensional.

If dimpHq “ 0, then BpHq – t0u, the ring with 0 “ 1, and if dimpHq “ 1,
then BpHq – C, mapping the identity map to 1 P C. So, defining X “ ti P

I | dimpHiq “ 1u. Then A – ℓ8pXq, including the case when X “ H. So all
12Which in this case never agrees with the set-theoretic product if X is infinite.

30



that remains is to prove that X is countable. We do this by constructing an
injection X Ñ B.

Let δx : X Ñ C be the function that takes the value 1 at x and 0 everywhere
else. We reuse B for the image of the countable base in ℓ8pXq, which is a
countable base for the dcpo r0, 1sX . For each x P X, δx “

Ž ↠

δx X B, so there
exists bx P B such that bx ‰ 0 and bx ď δx. Fix such a bx for each x P X. We
show x ÞÑ bx is injective as follows. If x, x1 P X such that bx “ bx1 , if x ‰ x1

then 0 ď bxpx1q ď δxpx1q “ 0, so 0 “ bxpx1q “ bx1 px1q. As bx1 ď δx1 , this shows
bx1 “ 0, which is a contradiction. Therefore x “ x1, and so x ÞÑ bx is injective.
Since B is countable, X is countable.

5 Conclusion
We have shown that domain theory and the Löwner order do not combine in a
way that is suitable for building up completely positive maps from a fixed set of
quantum gates, and that they also do not combine well with infinite dimensions.
A suitable quantum domain theory is left to future work, based on approaches
to domain theory that include topology from the start [39, 40, 41].
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