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#### Abstract

We show that the type of approximation used in the Solovay-Kitaev theorem cannot be carried out in quantum domain theory. Specifically, there is no countable set D of completely positive maps such that all completely positive maps can be expressed as least upper bounds of directed subsets of $D$, even for the case of $2 \times 2$ matrices. Via a well-known isomorphism, this negative result can be carried over to the forward light cone of 4D Minkowski spacetime, considered as a domain.

We also establish that the effects (equivalently, 2-valued POVMs) on a $C^{*}$-algebra form a continuous dcpo iff it is a (possibly infinite) product of finite-dimensional matrix algebras, so there are no nontrivial infinitedimensional $\mathrm{C}^{*}$-algebras that have a continuous dcpo for an effect algebra.


## 1 Introduction

The idea behind domain-theoretic semantics of programs can be summarized as follows. We admit that we write programs that fail, so we represent (denote) programs as partial functions. The denotations of programs form partially ordered sets, with less-defined programs being lower in the order than more-defined ones. We can then represent while loops and recursive functions as limits of an iteration $f^{n}(\perp)$ of a function $f$, starting with a completely undefined function $\perp$ (see, for example [1, §4.4 and p. 59]). This limit is defined in terms of the order as a least upper bound, and in the classical applications one can avoid the use of any metric or topology to define this approximation, using only the theory of directed-complete partial orders (dcpos).

In the usual formulation of mixed-state quantum computing, the set of completely positive maps forms a cone, and restricting to trace-reducing maps (Schrödinger picture) or subunital maps (Heisenberg picture) gives us a dcpo, and this approach has been used in [2, 3, 4] to define semantics for quantum programs in a domain-theoretic manner.

The full set of unitary matrices, the "gates" in quantum computing, forms a continuum. Of course, a continuum has never been a problem in computing, even since Turing's first paper [5, 6, as long as it is approximated using a countable set. So in quantum computing we pick a finite set of unitary gates (e.g. Clifford + T, a.k.a. Hadamard, phase and $\frac{\pi}{8}$, as described in [7, §4.5]) generating a countable dense subgroup of all unitaries, and if we include measurement operators we can even define a countable dense set of superoperators.

The question then arises: if one expresses this process of approximation in the form of a program, can it be given a quantum domain-theoretic semantics using the usual order on superoperators? It is not unreasonable to ask, as there are domain-theoretic approaches for classical programs that do things such as computing integrals, for example [8, 9]. We show that the answer is no - given any countable set $X$ of completely positive subunital maps, there must be completely positive subunital maps that we cannot express by taking least upper bounds of directed sets in $X$ (Theorem 3.11)

This shows that we cannot define approximation with just the order-theoretic structure of the space of completely positive maps, we need the topology. It also shows that the domain theoretic topologies, the Scott topology and the Lawson topology, are not the right ones to use. We can also get a domain-theoretic non-approximation result for spacetime as a corollary (Theorem 3.12), by using the isomorphism between $3+1$-dimensional Minkowski space and space of $2 \times 2$ self-adjoint matrices defined by the Pauli matrices.

The proof of Theorem 3.11 uses the $\mathrm{C}^{*}$-algebra structure of $n \times n$ matrices to define positivity. The approach to quantum domain theory using this notion of positivity has been generalized to the infinite dimensional case, using $\mathrm{W}^{*}$ algebras, for example in [10] [11, Chapter 3] [12]. Every finite dimensional $\mathrm{C}^{*}$-algebra is a $\mathrm{W}^{*}$-algebra, and in infinite dimensions they carry over many properties from the finite-dimensional case not possessed by infinite-dimensional $\mathrm{C}^{*}$-algebras. It is known that the superoperators between $\mathrm{W}^{*}$-algebras form a dcpo in this case [13, §4.1]. As the structure of a continuous dcpo was useful in the previous proof, we can ask if any infinite-dimensional $\mathrm{W}^{*}$-algebras form continuous dcpos. We show that for a $\mathrm{C}^{*}$-algebra $A$, the poset $[0,1]_{A}$ is a continuous dcpo iff $A$ is a (possibly infinite) product of finite-dimensional matrix algebras (Theorem 4.17). This can be seen as a "quantum analogue" of the theorem that a complete Boolean algebra is a continuous dcpo iff it is of the form $\mathcal{P}(X)$ 14, Theorem I-4.20].

The proof proceeds by nontrivially reducing the problem of when the projection lattice in an $\mathrm{AW}^{*}$-algebra is continuous (even though the statement of the result makes no mention of projections or AW*-algebras). The fact that projection lattices of von Neumann algebras are only continuous if they are products of finite-dimensional matrix algebras was established by Weaver 15. We extend this result to $\mathrm{C}^{*}$-algebras whose unit interval is directed-complete. The reduction of the continuity of $[0,1]_{A}$ to the continuity of $\operatorname{Proj}(A)$ is nontrivial because it is not the case that a sub-dcpo of a continuous dcpo is continuous. It requires a technical result (Proposition 4.7) relating projections and effects in an AW*-algebra: the inclusion map $\operatorname{Proj}(A) \hookrightarrow[0,1]_{A}$ preserves all joins and meets in $\operatorname{Proj}(A)$, so $\operatorname{Proj}(A)$ is a "sublattice" of $[0,1]_{A}$, even though $[0,1]_{A}$ is not a lattice if $A$ is noncommutative.

## 2 Definitions and Background

The following section serves to collect basic definitions and background information used in the rest of the article.

If $P$ is a poset, a subset $S \subseteq P$ is directed if for each $a, b \in S$, there exists $c \in S$ such that $c \geqslant a$ and $c \geqslant b$. A poset $P$ is directed if $P \subseteq P$ is directed. We will often refer to directed sets indexed by a poset, so we will say, for instance,
let $\left(a_{i}\right)_{i \in I}$ be a directed set in $P$ to mean that $I$ is a directed poset, and the mapping $i \rightarrow a_{i}$ is a monotone map (and therefore the image $\left\{a_{i} \mid i \in I\right\}$ is a directed subset of $P$ ). Every directed set in $P$ is of this form, by "self-indexing". We say a poset $P$ is directed complete if every directed set $\left(a_{i}\right)_{i \in I}$ has a least upper bound, which is written $\bigvee_{i \in I} a_{i}$. If $S \subseteq P$, we just write $\bigvee S$. A poset $P$ is bounded directed complete if for each directed set $\left(a_{i}\right)_{i \in I}$ that is bounded, i.e. such that there exists $b \in P$ such that for all $i \in I, a_{i} \leqslant b$, has a least upper bound $\bigvee_{i \in I} a_{i}$. For instance, $\mathbb{R}$ with its usual ordering is bounded directed complete but not directed complete.

If $D$ is a poset, $d, e \in D$, then we say $e$ is way below $d$, or $e \ll d$, if for all directed sets $\left(d_{i}\right)_{i \in I}$ such that $\bigvee_{i \in I} d_{i} \geqslant d$, there exists $j \in I$ such that $e \leqslant d_{j}$. A poset is continuous if for all $d \in D$, the set $\downarrow d=\{e \in D \mid e \ll d\}$ is directed, and $\bigvee \downarrow d=d$. These notions are mostly used when $D$ is not only a poset but a dcpo, but we allow the extension of the definition to posets.

For $E$ a complex vector space, we define $\bar{E}$ to have the same underlying set and abelian group structure as $E$, but with scalar multiplication defined to be conjugated, i.e. if $z \in \mathbb{C}$ and $x \in \bar{E}$, we define $z \cdot \bar{E} x=\bar{z} \cdot E x$. This allows us to express "antilinear" maps as $\mathbb{C}$-linear maps $E \rightarrow \bar{E}$. We take our Hilbert space inner products to be antilinear on the left and linear on the right - they that prefer it the other way should swap left and right arguments when appropriate.

For a normed space $E$, we write $\operatorname{Ball}(E)$ for the closed unit ball of $E$, i.e $\{x \in E \mid\|x\| \leqslant 1\}$. A linear map between normed spaces $f: E \rightarrow F$ is said to be bounded if the set $\{\|f(x)\| \mid x \in \operatorname{Ball}(E)\}$ is bounded in $\mathbb{R}_{\geqslant 0}$, i.e. if the real-valued function $x \mapsto\|f(x)\|$ is bounded in the usual sense on $\operatorname{Ball}(E)$. A convenient fact about linear maps between normed spaces is that they are bounded iff they are continuous [16, III.2.1], and the set of bounded linear maps $L(E, F)$ admits a norm, the operator norm, defined for $f: E \rightarrow F$

$$
\|f\|=\sup \{\|f(x)\| \mid x \in \operatorname{Ball}(E)\}
$$

If $\mathcal{H}$ is a Hilbert space, we write $B(\mathcal{H})$ for $L(\mathcal{H}, \mathcal{H})$, considered as a Banach space under the operator norm. The identity map is bounded, and bounded maps are closed under composition, making $B(\mathcal{H})$ a unital algebra, and each bounded map $f \in B(\mathcal{H})$ has an adjoint $f^{*} \in B(\mathcal{H})$, which is the unique map such that $\left\langle f^{*}(\psi), \phi\right\rangle=\langle\psi, f(\phi)\rangle$ for all $\psi, \phi \in \mathcal{H}$. It is easy to derive from this that $(g \circ f)^{*}=f^{*} \circ g^{*}$.

In the case that $\mathcal{H}$ is finite dimensional of dimension $d$, it is isomorphic to $\mathbb{C}^{d}$ with its usual inner product ${ }^{1}$ Then $B(\mathcal{H})$, as an algebra, is isomorphic to $M_{d}$, the algebra of $d \times d$ matrices of complex numbers. However, $B(\mathcal{H})$ has an extra piece of structure, the norm. This makes it a C*-algebra, which we define now.

A unita ${ }^{2} \mathrm{C}^{*}$-algebra is a $\mathbb{C}$-algebra $A$ equipped with an antilinear operation _* : $A \rightarrow \bar{A}$, and a norm $\|-\|: A \rightarrow \mathbb{R}_{\geqslant 0}$ such that $A$ is a Banach *-algebra satisfying the $\mathrm{C}^{*}$-identity $\left\|a^{*} a\right\|=\|a\|^{2}$. In terms of axioms, this means that in

[^0]addition to the $\mathbb{C}$-vector space axioms, we have
\[

$$
\begin{aligned}
(\lambda a+\mu b) c & =\lambda a c+\mu b c \\
1 a & =a \\
(\lambda a+\mu b)^{*} & =\bar{\lambda} a^{*}+\bar{\mu} b^{*} \\
a^{* *} & =a \\
\|a+b\| & \leqslant\|a\|+\|b\| \\
\|a b\| & \leqslant\|a\|\|b\|
\end{aligned}
$$
\]

$$
\begin{aligned}
(a b) c & =a(b c) \\
(a b)^{*} & =b^{*} a^{*} \\
1^{*} & =1 \\
\|a\|=0 & \Leftrightarrow a=0 \\
\|\lambda a\| & =|\lambda|\|a\| \\
\left\|a^{*} a\right\| & =\|a\|^{2}
\end{aligned}
$$

and the condition that $A$ must be complete in the metric $d(a, b)=\|a-b\|$.
These axioms imply certain others the reader might expect, such as distributivity of multiplication over linear combinations on the right side, $\left\|a^{*}\right\|=\|a\|$, and $\|1\|=1$ in the case that $A$ has a non-zero element. A linear map between $\mathrm{C}^{*}$-algebras $f: A \rightarrow B$ that preserves multiplication and -* is called a *-homomorphism. A *-homomorphism is called unital if it preserves the unit element. Since *-homomorphisms only use the the equational part of the axioms of $\mathrm{C}^{*}$-algebras, the inverse of a bijective *-homomorphism is also a *-homomorphism, so we use *-isomorphism to refer to them. Additionally, ${ }^{*}$-homomorphisms are continuous with operator norm $\leqslant 1$ [18, 1.3.7].

If $A$ is a $\mathrm{C}^{*}$-algebra, and $B \subseteq A$ is a linear subspace that is also closed under -* and multiplication, then $B$ is called a *-subalgebra, and if it is also topologically closed with respect to the norm, it is a C*-algebra and we call it a C ${ }^{*}$-subalgebra of $A$.

For any Hilbert space $\mathcal{H}, B(\mathcal{H})$ is a $\mathrm{C}^{*}$-algebra, and in fact the purpose of the $\mathrm{C}^{*}$-algebra axioms is to characterize the $\mathrm{C}^{*}$-subalgebras of $B(\mathcal{H})$. That is to say, every norm-closed *-subalgebra of $B(\mathcal{H})$ is a $\mathrm{C}^{*}$-algebra, and for any $\mathrm{C}^{*}$-algebra $A$ there exists a Hilbert space $B(\mathcal{H})$, and a ${ }^{*}$-homomorphism $f: A \rightarrow B(\mathcal{H})$ that is an isomorphism onto its image [18, 2.6.1].

Another important source of $\mathrm{C}^{*}$-algebras is that if $X$ is a compact Hausdorff space, then the algebra of continuous $\mathbb{C}$-valued functions $C(X)$ is a $\mathrm{C}^{*}$-algebra, where the operations are defined pointwise from those on $\mathbb{C}$, and the norm of $a \in C(X)$ is defined to be $\|a\|=\sup \{|a(x)| \mid x \in X\}$. This $\mathrm{C}^{*}$-algebra is commutative, and for every commutative unital $\mathrm{C}^{*}$-algebra $A$, there exists a compact Hausdorff space $X$, unique up to homeomorphism, and a $\mathrm{C}^{*}$-isomorphism $A \cong C(X)$ [18, 1.4.1]. This is called Gel'fand duality. It allows us to transfer algebraic facts about continuous functions to all commutative $\mathrm{C}^{*}$-algebras, or even to commuting elements of noncommutative $\mathrm{C}^{*}$-algebras.

We describe here how certain notions from finite-dimensional matrix theory are specializations of concepts in $\mathrm{C}^{*}$-algebra theory. An element $a$ of a $\mathrm{C}^{*}$ algebra $A$ is invertible if there exists $a^{-1} \in A$ such that $a a^{-1}=a^{-1} a=1$. The element $a^{-1}$ is unique, and is called the inverse of $A$. In the case of $B(\mathcal{H})$ for $\mathcal{H}$ finite-dimensional, the invertible elements are the nonsingular matrices. An element of a $\mathrm{C}^{*}$-algebra $u \in A$ is called unitary if $u^{*}$ is the inverse of $u$.

The spectrum of an element of a $\mathrm{C}^{*}$-algebra $a \in A$, which we write $\operatorname{sp}(a)$, is defined by

$$
\operatorname{sp}(a)=\{\lambda \in \mathbb{C} \mid a-\lambda 1 \text { is not invertible }\}
$$

The spectrum $\operatorname{sp}(a)$ is a compact subset of $\mathbb{C}$ [19, Proposition I.2.3]. Recall that
$\lambda$ is an eigenvalue of a matrix $a$ iff $a-\lambda 1$ is not invertibl ${ }^{3}$. The elements of $\operatorname{sp}(a)$ are called spectral values of $a$, and eigenvalues have their usual definition. Eigenvalues are always spectral values, but it is not necessarily the case that all spectral values are eigenvalues. As $\operatorname{sp}\left(a^{*}\right)=\{\bar{\lambda} \in \mathbb{C} \mid \lambda \in \operatorname{sp}(a)\}$, self-adjoint elements, i.e. those such that $a^{*}=a$, have $\operatorname{sp}(a) \subseteq \mathbb{R}$. The opposite implication does not hold, even for $2 \times 2$ matrices (e.g. $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ ).

Although we do not consider non-unital C*-algebras, we do consider nonunital *-homomorphisms, and it is convenient to have a way of turning them into unital ones. If $A$ is a $\mathrm{C}^{*}$-algebra, we define its unitization $\tilde{A}$ to have $A \times \mathbb{C}$ as its underlying vector space, the multiplication and -* defined pointwise, $(1,1)$ as the unit, and the norm defined as $\|(a, \alpha)\|=\max \{\|a\|,|\alpha|\}$. We embed $A$ in $\tilde{A}$ by the map $a \mapsto(a, 0)$, which is a non-unital ${ }^{*}$-homomorphism [18, 1.3.8]. The quasi-spectrum $\operatorname{sp}^{\prime}(a)$ of an element $a \in A$ is $\operatorname{sp}((a, 0))$, as calculated in $\tilde{A}$.

Lemma 2.1. Let $a \in A$, for $A$ a unital $C^{*}$-algebra. Then $\operatorname{sp}^{\prime}(a)=\operatorname{sp}(a) \cup\{0\}$.
Proof. We first show that $0 \in \operatorname{sp}^{\prime}(a)$. Suppose for a contradiction that $0 \notin \operatorname{sp}^{\prime}(a)$, so there exists $(b, \beta) \in \tilde{A}$ such that $(a, 0)(b, \beta)=(1,1)$. Then $0 \cdot \beta=1$, which is impossible.

We show $\operatorname{sp}(a) \subseteq \operatorname{sp}^{\prime}(a)$ by showing that $\mathbb{C} \backslash \operatorname{sp}^{\prime}(a) \subseteq \mathbb{C} \backslash \operatorname{sp}(a)$. Suppose $\lambda \in \mathbb{C} \backslash \operatorname{sp}^{\prime}(a)$. Then there exists $(b, \mu) \in \tilde{A}$ such that $(b, \mu)(a-\lambda,-\lambda)=(1,1)=$ $(a-\lambda,-\lambda)(b, \mu)$, so in particular, $b(a-\lambda)=1=(a-\lambda) b$. Therefore $\lambda \notin \operatorname{sp}(a)$. This completes the part of the proof that shows $\operatorname{sp}(a) \cup\{0\} \subseteq \operatorname{sp}^{\prime}(a)$.

To show $\operatorname{sp}^{\prime}(a) \subseteq\{0\} \cup \operatorname{sp}(a)$, we prove that $\mathbb{C} \backslash(\{0\} \cup \operatorname{sp}(a)) \subseteq \mathbb{C} \backslash \operatorname{sp}^{\prime}(a)$. If $\lambda \in \mathbb{C} \backslash(\{0\} \cup \operatorname{sp}(a))$, then there exists $b \in A$ such that $b(a-\lambda)=1=(a-\lambda) b$. We therefore have $\left(b,-\frac{1}{\lambda}\right)(a-\lambda,-\lambda)=(1,1)=(a-\lambda,-\lambda)\left(b,-\frac{1}{\lambda}\right)$, so $\lambda \notin \operatorname{sp}^{\prime}(a)$.

A nontrivial consequence of the axiomatics of $\mathrm{C}^{*}$-algebras is that $\mathrm{C}^{*}$-algebras admit a translation-invariant order. An element $a$ of a $\mathrm{C}^{*}$-algebra $A$ is called positive if it is of the form $b^{*} b$ for $b \in A$. The following is the $\mathrm{C}^{*}$-algebraic version of a well-known characterization of positive semi-definite matrices.

Lemma 2.2. The following are equivalent for an element $a \in A$ of a unital $C^{*}$-algebra.
(i) $a$ is self-adjoint and $\operatorname{sp}(a) \subseteq \mathbb{R}_{\geqslant 0}$.
(ii) a is self-adjoint and $\mathrm{sp}^{\prime}(a) \subseteq \mathbb{R} \geqslant 0$.
(iii) There exists $b \in A$ such that $a=b^{*} b$.
(iv) There exists a self-adjoint $b \in A$ such that $a=b^{2}$.

Proof. The equivalence of (i) and (ii) follows from Lemma 2.1 , and the equivalence of (ii),(iii) and (iv) follows from [18, 1.6.1], after observing that the assumption there that $a$ is self-adjoint is not needed for (ii) and (iii), because $b^{*} b$ is self-adjoint for all $b$ and therefore $b^{2}$ is self-adjoint if $b$ is.

We write $A_{+}$for the set of positive elements. The positive elements form a cone (i.e. are closed under addition and multiplication by nonnegative reals, and

[^1]$\left.A_{+} \cap-A_{+}=\{0\}\right)$, which implies that the order defined by $a \leqslant b \Leftrightarrow b-a \in A_{+}$ is a partial order. We write $[0,1]_{A}$ for the set
$$
[0,1]_{A}=\{a \in A \mid 0 \leqslant a \leqslant 1\}=A_{+} \cap\left(1-A_{+}\right) .
$$

This is known as either the unit interval or the effect algebra of the $\mathrm{C}^{*}$-algebra $A$.

If $a \in A$ is positive, as it is self-adjoint, the $\mathrm{C}^{*}$-subalgebra that it generates is commutative, so is canonically isomorphic to $C(X)$ for some compact Hausdorff space $X$, in which $a$ takes values in [0, $\infty$ ). Therefore we can take its positive square root $a^{\frac{1}{2}}$. We say a linear map $f: A \rightarrow B$ between $\mathrm{C}^{*}$-algebras is positive if it maps positive elements of $A$ to positive elements of $B$. For linear maps, positivity is equivalent to monotonicity. It is easy to show that any *-homomorphism is positive.

Lemma 2.3. Let $\mathcal{H}$ be a Hilbert space and $a \in B(\mathcal{H})$. The following are equivalent:
(i) $a$ is positive.
(ii) For all $\psi \in \mathcal{H},\langle\psi, a(\psi)\rangle \geqslant 0$.

Proof. See [18, 1.6.7].
Therefore positive operators on finite-dimensional Hilbert spaces are positive semidefinite matrices by another name. The characterization above implies that $a \leqslant b$ iff for all $\psi \in \mathcal{H},\langle\psi, a(\psi)\rangle \leqslant\langle\psi, b(\psi)\rangle$, and this is how the Löwner order was originally defined [20], rather than by using a cone.

Using the characterization of positive elements proved above, we can prove the following fact about self-adjoint elements. For ease of notation, we write $x \geqslant S$ for an element and a set $S$ to mean $x$ is greater than every element of $S$.

Lemma 2.4. Let $a \in A$ be an element of $a C^{*}$-algebra.
(i) $\operatorname{sp}(-a)=-\operatorname{sp}(a)$.
(ii) Let $\alpha \in \mathbb{C}$. Then $\operatorname{sp}(a+\alpha 1)=\operatorname{sp}(a)+\alpha$, i.e. shifting the operator by $\alpha$ shifts its spectrum by $\alpha$.
(iii) If $a$ is self-adjoint and $\alpha \in \mathbb{R}, \alpha 1 \leqslant a$ iff $\alpha \leqslant \operatorname{sp}(a)$, and $\alpha 1 \geqslant a$ iff $\alpha \geqslant \operatorname{sp}(a)$.
(iv) If $a$ is self-adjoint, there exist $\alpha, \beta \in \mathbb{R}$ such that $\beta 1 \leqslant a \leqslant \alpha 1$.

Proof. (i) First, observe that if $a$ is invertible, with inverse $a^{-1}$, then $-a^{-1}$ is an inverse to $-a$. Therefore $\lambda$ is outside the spectrum of $a$ iff $a-\lambda 1$ is invertible iff $-a-(-\lambda) 1$ is invertible iff $-\lambda$ is outside the spectrum of $-a$.
(ii) Let $\lambda \in \mathbb{C}$. We have that $(a+\alpha 1)-\lambda 1=a-(\lambda-\alpha) 1$, so $\lambda \in \operatorname{sp}(a+\alpha 1)$ iff $\lambda-\alpha \in \operatorname{sp}(a)$ iff $\lambda \in \operatorname{sp}(a)+\alpha$.
(iii) By part (ii) above and part (i) of Lemma $2.2, \alpha 1 \leqslant a$ iff $a-\alpha 1$ is positive iff $\operatorname{sp}(a)-\alpha \geqslant 0$ iff $\alpha \leqslant \operatorname{sp}(a)$. So by part (i) above, $\alpha 1 \geqslant a$ iff $-\alpha 1 \leqslant-a$ iff $-\alpha \leqslant \operatorname{sp}(-a)$ iff $-\alpha \leqslant-\operatorname{sp}(a)$ iff $\alpha \geqslant \operatorname{sp}(a)$.
(iv) As $a$ is self-adjoint, $\operatorname{sp}(a) \subseteq \mathbb{R}$, and as it is compact, it has an upper and a lower bound. So we pick $\alpha \geqslant \operatorname{sp}(a)$ and $\beta \leqslant \operatorname{sp}(a)$. By the previous part, $\beta 1 \leqslant \alpha \leqslant \alpha 1$.

A function between posets $f: P \rightarrow Q$ is called an order-embedding if it is monotone and order-reflecting, i.e. for all $x, y \in P, x \leqslant y \Leftrightarrow f(x) \leqslant f(y)$. The antisymmetry axiom implies that order-embeddings are injective, but it is easy to find injective monotone maps that are not order embeddings (there is one involving 2-element posets). This problem does not occur with *-homomorphisms between C*-algebras.

Lemma 2.5. Let $A, B$ be $C^{*}$ algebras and $f: A \rightarrow B$ an injective *-homomorphism (not necessarily preserving the unit). Then $f$ is an order-embedding.

Proof. As $f$ is a *-homomorphism, it is positive and therefore monotone. We show that $f$ reflects positive elements, and deduce that it is an order-embedding from this. Let $a \in A$ and suppose that $f(a)$ is positive. Then $f\left(a^{*}\right)=f(a)^{*}=$ $f(a)$, so by injectivity, $a$ is self-adjoint. By [18, 1.3.10 (i)], $\mathrm{sp}^{\prime}(f(a))$ in $A$ is the same as $\mathrm{sp}^{\prime}(f(a))$ in $f(A)$. As $f$ is injective, it is an isomorphism onto its image [18, 1.8.3], and so $\mathrm{sp}^{\prime}(f(a))=\mathrm{sp}^{\prime}(a)$. Therefore $a$ is positive by Lemma 2.2 (i).

We can therefore show that $f$ is order reflecting as follows. If $f(a) \leqslant f(b)$, then $f(b-a)=f(b)-f(a)$ is positive, so $b-a$ is positive, i.e. $a \leqslant b$.

We will call a $\mathrm{C}^{*}$-algebra $A$ directed-complet ${ }^{4}$ if the set of self-adjoint elements $A_{\mathrm{sa}}$ is bounded directed-complete, i.e. for each directed set $\left(a_{i}\right)_{i \in I}$ in $A_{\mathrm{sa}}$ that has an upper bound (there exists a $b \in A_{\text {sa }}$ such that for all $i \in I, b \geqslant a_{i}$ ), there is a least upper bound. If a $\mathrm{C}^{*}$-algebra is isometric to the dual space of a Banach space (in which case it is called a $\mathrm{W}^{*}$-algebra), for example $B(\mathcal{H})$, then it is directed-complete [21, 1.7.4]. There are also directed-complete $\mathrm{C}^{*}$-algebras that are not $\mathrm{W}^{*}$-algebras.

In many arguments, we need to use certain special elements of $\mathrm{C}^{*}$-algebras, called projections. A projection ${ }^{5}$ in a $\mathrm{C}^{*}$-algebra $A$ is a self-adjoint element $p$ such that $p^{2}=p$. We write $\operatorname{Proj}(A)$ for the set of projections. It is clear from the previous definition and Lemma 2.2 (iv) that $\operatorname{Proj}(A) \subseteq[0,1]_{A}$ in any C*-algebra $A$, and this will be important later. For each projection $p \in B(\mathcal{H})$, the range of $p$ is a closed subspace of $\mathcal{H}$. The mapping that takes a projection in $B(\mathcal{H})$ to its range is a poset isomorphism between $\operatorname{Proj}(B(\mathcal{H}))$ and the closed subspaces of $\mathcal{H}$, ordered by inclusion [22, §26 Theorem 4, §29 Theorem 2], and this is the reason for the name projection. The projections in a $\mathrm{C}^{*}$-algebra need not form a lattice, under the order coming from $A$ [23, Lemma 2.1]. However, the projections do form a lattice in the finite-dimensional case, and we shall see that if a $\mathrm{C}^{*}$-algebra is directed-complete then its projections do form a lattice, and this is the case we are concerned with. We take this opportunity to summarize certain facts about projections. For any $p \in \operatorname{Proj}(A)$, we write $p^{\perp}=1-p$, because it projects onto the orthogonal complement in the Hilbert space case [22, §27 Theorem 3].

Lemma 2.6. Let $A$ be a $C^{*}$-algebra.
(i) If $p, q \in \operatorname{Proj}(A)$, then $p \leqslant q$ iff $q-p$ is a projection.

[^2](ii) If $p, q \in \operatorname{Proj}(A)$, then $p \leqslant q$ iff $p q=p$ iff $q p=p$.
(iii) If $p, q \in \operatorname{Proj}(A)$ are commuting projections, $p q=p \wedge q$.
(iv) If $p, q \in \operatorname{Proj}(A)$ and $p \leqslant q$, then $q-p=q \wedge p^{\perp}$.
(v) The mapping $a \mapsto 1-a$ is an isomorphism $[0,1]_{A} \rightarrow[0,1]_{A}^{\mathrm{op}}$.
(vi) For all $q \in \operatorname{Proj}(A)$, the mapping $p \mapsto q-p$ is an isomorphism $\downarrow q \rightarrow$ $(\downarrow q)^{\text {op }}$.

Proof. Throughout, we use the fact that we can represent a $\mathrm{C}^{*}$-algebra in $B(\mathcal{H})$ for some Hilbert space $\mathcal{H}$ to transfer facts about projections on Hilbert space.
(i) See [22, §29 Theorem 3].
(ii) See [22, §29 Theorem 2].
(iii) See [22, §30 Theorem 2].
(iv) As $p \leqslant q, p$ commutes with $q$ by (ii), so $1-p$ commutes with $q$ by linearity. Therefore $q \wedge p^{\perp}=q(1-p)=q-q p=q-p$, by (iii) and (ii) in turn.
(v) It is a self-inverse bijection because $1-(1-a)=a$. It is an order-reversing isomorphism because

$$
1-b \leqslant 1-a \Leftrightarrow 1-a-1+b \in A_{+} \Leftrightarrow b-a \in A_{+} \Leftrightarrow a \leqslant b .
$$

(vi) First we need to show that if $p \leqslant q$, then $q-p \in \downarrow q$. By (i) it is a projection, and as $q-(q-p)=p, q-p \leqslant q$. It is a self-inverse bijection because $q-(q-p)=p$. It is an order-reversing isomorphism because for all $p, p^{\prime}$ projections that are $\leqslant q$,

$$
q-p \leqslant q-p^{\prime} \Leftrightarrow q-p^{\prime}-q+p \in A_{+} \Leftrightarrow p-p^{\prime} \in A_{+} \Leftrightarrow p^{\prime} \leqslant p
$$

Given a compact Hausdorff space $X$, the projections in $C(X)$ are continuous functions taking values in $\{0,1\}$, and therefore are indicator functions of clopen subsets of $X$, so form a Boolean algebra. By Gel'fand duality, this carries over to all commutative unital $\mathrm{C}^{*}$-algebras.

We need the notion of a product of $\mathrm{C}^{*}$-algebras. If $\left(A_{i}\right)_{i \in I}$ is an $I$-indexed family of $\mathrm{C}^{*}$-algebras, we define the product $\prod_{i \in I} A_{i}$ to have underlying set

$$
\prod_{i \in I} A_{i}=\left\{\left(a_{i}\right)_{i \in I} \mid \forall i \in I . a_{i} \in A_{i} \text { and } \exists \alpha \in \mathbb{R}_{\geqslant 0} . \forall i \in I .\left\|a_{i}\right\|<\alpha\right\}
$$

i.e. it is the elements of the set-theoretic product for which the sequence of norms $\left\|a_{i}\right\|$ forms a sequence bounded uniformly in $i$. The unit is the constant 1 sequence, the vector space operations, multiplication and -* operation are defined pointwise, and the norm is defined by

$$
\left\|\left(a_{i}\right)_{i \in I}\right\|=\sup _{i \in I}\left\|a_{i}\right\| .
$$

This is sometimes called the direct sum of $\mathrm{C}^{*}$-algebras, because if the $\mathrm{C}^{*}$ algebras are all C*-subalgebras of $B\left(\mathcal{H}_{i}\right)$ one gets a C*-subalgebra of $B\left(\oplus_{i \in I} \mathcal{H}_{i}\right)$, but we find this name misleading because the reader might blithely expect it to be a biproduct of $\mathrm{C}^{*}$-algebras, which it is not, even in the case that $I$ is finite. Dixmier [18, 1.3.3] calls it the product, and we do too, because it is the categorical product in $\mathbf{C}^{*} \mathbf{A l g}$, the category of unital $\mathrm{C}^{*}$-algebras and unital *-homomorphisms.

Proposition 2.7. The $C^{*}$-algebra $\prod_{i \in I} A_{i}$, defined above, equipped with the projection ${ }^{*}$-homomorphisms $\left(\pi_{i}\right)_{i \in I}$ defined such that $\pi_{j}\left(\left(a_{i}\right)\right)=a_{j}$, is the categorical product of $\left(A_{i}\right)_{i \in I}$ in $\mathbf{C}^{*} \mathbf{A l g}$.

Proof. The purely algebraic axioms of $\mathrm{C}^{*}$-algebras are easily verified for $\prod_{i \in I} A_{i}$ pointwise, and the axioms for the norm are verified using the universal property of the supremum. We have that $\left\|a_{i}\right\| \leqslant \sup _{i \in I}\left\|a_{i}\right\|$ for all $i \in I$, so if we have a Cauchy sequence $\left(a_{i j}\right)_{i \in I, j \in \mathbb{N}}$ in $\prod_{i \in I} A_{i}$, for each $i \in I\left(a_{i j}\right)_{j \in \mathbb{N}}$ is a Cauchy sequence in $A_{i}$, so converges to an element $b_{i}$, but we still need to show that $\left\|\left(b_{i}\right)_{i \in I}\right\|$ is bounded to prove that $\left(b_{i}\right)_{i \in I}$ is an element of $\prod_{i \in I} A_{i}$. Given $\epsilon=1$, there exists $N \in \mathbb{N}$ such that for all $j, k \geqslant \mathbb{N},\left\|\left(a_{i j}\right)-\left(a_{i k}\right)\right\|<1$, i.e. for all $i \in I,\left\|a_{i j}-a_{i k}\right\|<1$. Since $a_{i j} \rightarrow b_{i}$, for all $\epsilon^{\prime}>0$ there exists a $k_{i} \in \mathbb{N}$ such that $\left\|a_{i k}-b_{i}\right\|<\epsilon^{\prime}$. By the triangle inequality, for all $i \in I$, all $j \geqslant N$ and all $\epsilon^{\prime}>0,\left\|a_{i j}-b_{i}\right\|<1+\epsilon^{\prime}$, so $\left\|a_{i j}-b_{i}\right\| \leqslant 1$. So for all $i \in I$ and $j \geqslant N$

$$
\left\|b_{i}\right\|=\left\|b_{i}-a_{i j}+a_{i j}\right\| \leqslant\left\|b_{i}-a_{i j}\right\|+\left\|a_{i j}\right\|=1+\left\|a_{i j}\right\| .
$$

If we pick some $j \geqslant N$, there is a bound, uniform in $I, \alpha \geqslant\left\|a_{i j}\right\|$, so $1+\alpha \geqslant\left\|b_{i}\right\|$ for all $i \in I$. This proves $\left(b_{i}\right)_{i \in I} \in \prod_{i \in I} A_{i}$, so $\prod_{i \in I} A_{i}$ is complete in its norm, and a $\mathrm{C}^{*}$-algebra.

Because the C*-algebra operations are defined pointwise, $\pi_{i}: \prod_{i \in I} A_{i} \rightarrow A_{i}$ is easily seen to be a unital ${ }^{*}$-homomorphism for each $i \in I$. So we only have to prove the universal property of the product. Given a family of unital *homomorphisms $\left(f_{i}\right)_{i \in I}$ where $f_{i}: B \rightarrow A_{i}, B$ being a unital C*-algebra, we define $\left\langle f_{i}\right\rangle_{i \in I}: B \rightarrow \prod_{i \in I} A_{i}$ as follows, for each $b \in B$ :

$$
\left\langle f_{i}\right\rangle(b)=\left(f_{i}(b)\right)_{i \in I} .
$$

It is clear from the fact that the operations are defined pointwise that if this defines an element of $\prod_{i \in I} A_{i}$ for each $b \in B$, then $\left\langle f_{i}\right\rangle$ is a unital *-homomorphism, $\pi_{i} \circ\left\langle f_{i}\right\rangle=f_{i}$ for each $i \in I$ and $\left\langle f_{i}\right\rangle$ is the unique ${ }^{*}$-homomorphism with this property, so we only need to prove that $\left\langle f_{i}\right\rangle(b) \in \prod_{i \in I} A_{i}$.

As each $f_{i}$ is a unital *-homomorphism, it has operator norm $\left\|f_{i}\right\| \leqslant 1$ [18, 1.3.7]. Therefore for all $i \in I,\left\|f_{i}(b)\right\| \leqslant\|b\|$, so we have proven that for each $b \in B,\left\langle f_{i}\right\rangle(b)=\left(f_{i}(b)\right)_{i \in I}$ is uniformly bounded in $I$ and therefore an element of $\prod_{i \in I} A_{i}$, as required.

In categorical terms, the forgetful functor $U: \mathbf{C}^{*} \mathbf{A l g} \rightarrow$ Set that takes a $\mathrm{C}^{*}$-algebra to its underlying set does not preserve products. However, the forgetful functor Ball : $\mathbf{C}^{*} \mathbf{A l g} \rightarrow$ Set, taking a C*-algebra to its closed unit ball, not only preserves products, as seen above, but in fact has a left adjoint making $\mathbf{C}^{*} \mathbf{A l g}$ monadic over Set by this functor [24] [25, Lemma 3.1].

The following characterization of the order relation in products is useful, and we will use it later without explicit mention.

Lemma 2.8. Let $A=\prod_{i \in I} A_{i}$ be a product $C^{*}$-algebra. An element $\left(a_{i}\right)_{i \in I} \in A$ is positive iff for all $i \in I$, the element $a_{i}$ is positive in $A_{i}$. Therefore $\left(a_{i}\right)_{i \in I} \leqslant$ $\left(b_{i}\right)_{i \in I}$ iff for all $i \in I, a_{i} \leqslant b_{i}$.
Proof. If $\left(a_{i}\right)_{i \in I}$ is positive, then there exists $\left(b_{i}\right)_{i \in I}$ such that $\left(b_{i}\right)_{i \in I}^{*}\left(b_{i}\right)_{i \in I}=$ $\left(a_{i}\right)_{i \in I}$, which is equivalent to $b_{i}^{*} b_{i}=a_{i}$ for all $i \in I$, and therefore shows that $a_{i} \in A$ is positive for all $i \in I$. If $a_{i} \in A_{i}$ is positive for all $i \in I$, there exist $b_{i} \in A_{i}$ with $b_{i}^{*} b_{i}=a_{i}$, and therefore $\left(b_{i}\right)_{i \in I}^{*}\left(b_{i}\right)_{i \in I}=\left(a_{i}\right)_{i \in I}$, so $\left(a_{i}\right)_{i \in I}$ is positive in $A$.

It follows that

$$
\begin{aligned}
\left(a_{i}\right)_{i \in I} \leqslant\left(b_{i}\right)_{i \in I} & \Leftrightarrow\left(b_{i}\right)_{i \in I}-\left(a_{i}\right)_{i \in I} \in A_{+} \Leftrightarrow \forall i \in I . b_{i}-a_{i} \in\left(A_{i}\right)_{+} \\
& \Leftrightarrow \forall i \in I . a_{i} \leqslant b_{i} .
\end{aligned}
$$

An important fact is that a finite-dimensional $\mathrm{C}^{*}$-algebra $A$ is always of the form $A \cong \prod_{i \in I} B\left(\mathcal{H}_{i}\right)$ where $I$ is a finite set and $\mathcal{H}_{i}$ a finite-dimensional Hilbert space [19, Chapter I, Theorem 11.2].

For certain arguments we need the following notion, which is a restriction to positive operators of the more general notions of a left and right support projection.

Definition 2.9. Let $A$ be a $C^{*}$-algebra and $a \in A_{+}$a positive element. We say that a projection $p \in \operatorname{Proj}(A)$ supports $a$ iff $p a=a$. It is equivalent to say that $a p=a$ and pap $=a$. A support projection for $a$, written $\operatorname{supp}(a)$, is a projection $p \in \operatorname{Proj}(A)$ that is the smallest projection supporting a (if such a thing exists).

Proof. We show that the alternative definitions for $p$ supporting $a$ are equivalent to each other. Since $a$ is positive, it is self-adjoint, so $p a=a$ iff $(p a)^{*}=a^{*}$ iff $a p=a$. If $p a p=a$, then $p a=p p a p=p a p=a$, and if $p a=a$ then since also $a p=a$, we have $a=p a=p(a p)=p a p$.

Since it is defined in terms of the $C^{*}$-algebra structure, it is clear that if $i: A \rightarrow B$ is a *-isomorphism of $\mathrm{C}^{*}$-algebras, and $p$ is the support projection of $a$ in $A$, then $i(p)$ is the support of $i(a)$ in $B$.

Proposition 2.10. Let $\mathcal{H}$ be a Hilbert space and $a \in B(\mathcal{H})$ an operator. Define its null space or kernel to be $\operatorname{ker}(a)=a^{-1}(0)$ and the support to be the orthogonal complement $\operatorname{ker}(a)^{\perp}$. Then the the projection onto $\operatorname{ker}(a)^{\perp}$ is the support projection $\operatorname{supp}(a)$ in $B(\mathcal{H})$.

For a product $C^{*}$-algebra $A=\prod_{i \in I} B\left(\mathcal{H}_{i}\right)$, we have $\operatorname{supp}\left(\left(a_{i}\right)_{i \in I}\right)=\left(\operatorname{supp}\left(a_{i}\right)\right)_{i \in I}$.
Proof. By linearity and continuity, $a^{-1}(0)$ is a closed linear subspace of $\mathcal{H}$ and so is it is an orthogonal complement, $\operatorname{ker}(a)^{\perp}$ is a closed subspace of $\mathcal{H}$ so we can define the projection $p \in B(\mathcal{H})$ that projects onto it. Each $\psi \in \mathcal{H}$ can be uniquely expressed as $\phi_{1}+\phi_{2}$ with $\phi_{1} \in \operatorname{ker}(a)$ and $\phi_{2} \in \operatorname{ker}(a)^{\perp}$. So for all $\psi \in \mathcal{H}:$

$$
a p(\psi)=a p\left(\phi_{1}+\phi_{2}\right)=a\left(\phi_{2}\right)=a\left(\phi_{1}+\phi_{2}\right)=a(\psi),
$$

and so $p$ supports $a$. Let $q$ be a projection that supports $a$, i.e. $a q=a$. For all $\psi \in \mathcal{H}$, if $q(\psi)=0$, then $a(\psi)=a q(\psi)=a(0)=0$, so $\operatorname{ker}(q) \subseteq \operatorname{ker}(a)$, and therefore $\operatorname{ker}(a)^{\perp} \subseteq \operatorname{ker}(q)^{\perp}$, so $p \leqslant q$. This proves that $p$ is the support of $a$.

Now consider a product $A=\prod_{i \in I} B\left(\mathcal{H}_{i}\right)$ and let $\left(a_{i}\right)_{i \in I} \in A_{+}$. Then each $a_{i} \in B\left(\mathcal{H}_{i}\right)_{+}$and has a support $p_{i}$, as defined above. Then $\left(a_{i}\right)_{i \in I}\left(p_{i}\right)_{i \in I}=$ $\left(a_{i} p_{i}\right)_{i \in I}=\left(a_{i}\right)_{i \in I}$, and if $\left(q_{i}\right)_{i \in I}$ is a projection such that $\left(a_{i}\right)_{i \in I}\left(q_{i}\right)_{i \in I}=\left(a_{i}\right)_{i \in I}$, then for each $i \in I$ we have $a_{i} q_{i}=a_{i}$, so $p_{i} \leqslant q_{i}$. It follows that $\left(p_{i}\right)_{i \in I} \leqslant$ $\left(q_{i}\right)_{i \in I}$.

An operator is injective iff its kernel is $\{0\}$, and therefore iff $\operatorname{supp}(a)=1$. In the case that $\mathcal{H}$ is finite-dimensional, an operator $\mathcal{H} \rightarrow \mathcal{H}$ is injective iff it is invertible, $\operatorname{sopp}(a)=1$ characterizes invertible operators. This does not hold if $\mathcal{H}$ is infinite-dimensional.

The following facts about the support are used in the next section.
Lemma 2.11. Let $\mathcal{H}$ be a Hilbert space.
(i) If $a \in B(\mathcal{H})_{+}$, then $\psi \in \operatorname{ker}(a)$ iff $\langle\psi, a(\psi)\rangle=0$.
(ii) Let $a, b \in B(\mathcal{H})_{+}$. Then $\operatorname{supp}(a+b)=\operatorname{supp}(a) \vee \operatorname{supp}(b)$.

Proof. (i) If $\psi \in \operatorname{ker}(a)$, then $\langle\psi, a(\psi)\rangle=\langle\psi, 0\rangle=0$. For the other direction, $0=\langle\psi, a(\psi)\rangle=\left\langle a^{\frac{1}{2}}(\psi), a^{\frac{1}{2}}(\psi)\right\rangle=\left\|a^{\frac{1}{2}}(\psi)\right\|^{2}$, so $a^{\frac{1}{2}}(\psi)=0$. Therefore $a(\psi)=a^{\frac{1}{2}}\left(a^{\frac{1}{2}}(\psi)\right)=a^{\frac{1}{2}}(0)=0$, so $\psi \in \operatorname{ker}(a)$.
(ii) First we show that $\operatorname{ker}(a+b)=\operatorname{ker}(a) \wedge \operatorname{ker}(b)$, and then the statement follows from the fact that $-{ }^{\perp}$ is an order-reversing bijection. If $\psi \in \operatorname{ker}(a) \wedge$ $\operatorname{ker}(b)$, then $(a+b)(\psi)=a(\psi)+b(\psi)=0+0=0$, so $\psi \in \operatorname{ker}(a+b)$. For the other direction, if $\psi \in \operatorname{ker}(a+b)$, then by part (i), $\langle\psi,(a+b)(\psi)\rangle=0$, so $\langle\psi, a(\psi)\rangle+\langle\psi, b(\psi)\rangle=0$. As $a$ and $b$ are positive, this implies $\langle\psi, a(\psi)\rangle=$ $0=\langle\psi, b(\psi)\rangle$, which implies $\psi \in \operatorname{ker}(a) \wedge \operatorname{ker}(b)$ by part (i).

Definition 2.12. Let $\mathcal{H}$ be a Hilbert space and $\mathcal{K} \subseteq \mathcal{H}$ a closed subspace. We write $B(\mathcal{K} \mid \mathcal{H})$ for the operators $a \in B(\mathcal{H})$ that are "defined on $\mathcal{K}$ ", i.e. $\operatorname{supp}(a) \subseteq \mathcal{K}$ and $a(\mathcal{H}) \subseteq \mathcal{K}$.

Letting $i: \mathcal{K} \rightarrow \mathcal{H}$ be the inclusion mapping and $i^{*}: \mathcal{H} \rightarrow \mathcal{K}$ its adjoint, the mapping $a \mapsto i \circ a \circ i^{*}: B(\mathcal{K}) \rightarrow B(\mathcal{K} \mid \mathcal{H})$ is $a^{*}$-isomorphism with inverse the map $\left.a \mapsto a\right|_{\mathcal{K}}: B(\mathcal{K} \mid \mathcal{H}) \rightarrow B(\mathcal{K})$.

Proof. Let us write $f(a)=i \circ a \circ i^{*}$. This is linear by bilinearity of composition. We have

$$
f(a)^{*}=\left(i \circ a \circ i^{*}\right)^{*}=i \circ a^{*} \circ i^{*}=f\left(a^{*}\right)
$$

and

$$
f(a) \circ f(b)=i \circ a \circ i^{*} \circ i \circ b \circ i^{*}=i \circ a \circ b \circ i^{*}=f(a \circ b),
$$

so $f$ is a *-homomorphism $B(\mathcal{K}) \rightarrow B(\mathcal{H})$. It is injective, because if $f(a)=f(b)$, then for all $\psi \in \mathcal{K}$ we have $i^{*}(\psi)=\psi$, so

$$
f(a)(\psi)=i\left(a\left(i^{*}(\psi)\right)\right)=a(\psi)
$$

and $f(b)(\psi)=b(\psi)$, so $a=b$.
If $a \in B(\mathcal{K})$, then $f(a) \in B(\mathcal{K} \mid \mathcal{H})$, by the following reasoning. If $\psi \in \mathcal{H}$, we have $f(a)(\psi)=i\left(a\left(i^{*}(\psi)\right)\right)$, which since the range of $a$ is in $\mathcal{K}$, is in $\mathcal{K}$. So the range of $f(a)$ is $\mathcal{K}$. If $\psi \in \mathcal{K} \perp$, then for all $\phi \in \mathcal{H}$ we have $\left\langle\phi, i^{*}(\psi)\right\rangle_{\mathcal{K}}=$ $\langle i(\phi), \psi\rangle_{\mathcal{H}}=0$ because $i(\phi) \in \mathcal{K}$. Therefore $i^{*}(\psi)=0$, so $f(a)(\psi)=0$, which shows that $f(a)$ is supported on $\mathcal{K}$ and so is an element of $B(\mathcal{K} \mid \mathcal{H})$.

Finally, we show that $f$ is surjective onto $B(\mathcal{K} \mid \mathcal{H})$. If $b \in B(\mathcal{K} \mid \mathcal{H})$, then define $a=\left.b\right|_{\mathcal{K}}$. Since the range of $b$ is in $\mathcal{K}, a \in B(\mathcal{K})$, and we aim to show $f(a)=b$. For all $\psi \in \mathcal{H}$, we can write it as $\psi=\phi_{\mathcal{K}}+\phi_{\mathcal{K}^{\perp}}$, where $\phi_{\mathcal{K}} \in \mathcal{K}$ and $\phi_{\mathcal{K}^{\perp}} \in \mathcal{K}^{\perp}$. Then since $b \in B(\mathcal{K} \mid \mathcal{H})$ we have $b(\psi)=b\left(\phi_{\mathcal{K}}\right)$. So $f(a)(\psi)=$ $i\left(a\left(i^{*}(\psi)\right)\right)=a\left(\phi_{\mathcal{K}}\right)=b\left(\phi_{\mathcal{K}}\right)$, and therefore $f(a)=b$.

Lemma 2.13. Let $a, b \in B(\mathcal{H})$ be positive, and $p=\operatorname{supp}(a)$, with $\mathcal{K}$ the corresponding subspace. If $b \leqslant a$, then $\operatorname{ker}(a) \subseteq \operatorname{ker}(b)$ and so $\operatorname{supp}(b) \leqslant \operatorname{supp}(a)$, and $b=b p=p b=p b p$, and $b \in B(\mathcal{K} \mid \mathcal{H})$.

Proof. If $\psi \in \operatorname{ker}(a)$, then

$$
0 \leqslant\langle\psi, b(\psi)\rangle \leqslant\langle\psi, a(\psi)\rangle=\langle\psi, 0\rangle=0
$$

so by Lemma 2.11 (i), $\psi \in \operatorname{ker}(b)$. Therefore $\operatorname{ker}(a) \subseteq \operatorname{ker}(b)$, and it follows by the fact that $-{ }^{+}$is order reversing that $\operatorname{supp}(b) \leqslant \operatorname{supp}(a)$.

So for each $\phi \in \mathcal{H}$

$$
b(\phi)=b((1-p)(\phi)+p(\phi))=b((1-p)(\phi))+b(p(\phi))=b(p(\phi))
$$

because $1-p$ is the projection onto $\operatorname{ker}(a)=\mathcal{K}^{\perp}$. Therefore $b=b p$. Taking adjoints, $b=b^{*}=p^{*} b^{*}=p b$, and combining these two facts, $b=b p=p b p$. So $b$ vanishes on $\mathcal{K}^{\perp}$, and its range lies in $\mathcal{K}$, so $b \in B(\mathcal{K} \mid \mathcal{H})$.

We need some results about how directed suprema behave under multiplication and the relationship between different notions of directed completeness and continuity.
Lemma 2.14. Let $A$ be a $C^{*}$-algebra, $\left(a_{i}\right)_{i \in I}$ a directed set that has a supremum $a$.
(i) Let $\beta \in \mathbb{R}_{\geqslant 0}$. Then $\beta a=\bigvee_{i \in I} \beta a_{i}$.
(ii) Let $b \in A$. Then $a+b=\bigvee_{i \in I}\left(a_{i}+b\right)$.

Proof.
(i) If $\beta=0$, then this is true because $0=0$. If $\beta \neq 0$, we reason as follows. We have $a_{i} \leqslant a$, so $a-a_{i} \in A_{+}$, so $\beta a-\beta a_{i} \in A_{+}$, as it is a cone, so $\beta a \geqslant \beta a_{i}$. Therefore $\beta a$ is an upper bound for $\left(\beta a_{i}\right)_{i \in I}$. Suppose $b \geqslant \beta a_{i}$ for all $i \in I$. Then $\beta^{-1} b \geqslant a_{i}$ for all $i \in I$, so $\beta^{-1} b \geqslant a$, and therefore $b \geqslant \beta a$.
(ii) As $a_{i} \leqslant a, a-a_{i} \in A_{+}$, so $a+b-\left(a_{i}+b\right) \in A_{+}$, so $a_{i}+b \leqslant a+b$ for all $i \in I$, and therefore $a+b$ is an upper bound for $\left(a+b_{i}\right)_{i \in I}$. Suppose $c \geqslant a_{i}+b$ for all $i \in I$. Then $c-b \geqslant a_{i}$ for all $i \in I$, so $c-b \geqslant a$, and $c \geqslant a+b$.

Lemma 2.15. Let $A$ be $a C^{*}$-algebra, and $a, b \in A$, and $\beta \in \mathbb{R}_{>0}$. Then $a \ll b$ implies $\beta a \ll \beta b$.

Proof. Let $a \ll b$, and let $\left(a_{i}\right)_{i \in I}$ be a directed set with supremum $\bigvee_{i \in I} a_{i} \geqslant \beta b$. By Lemma 2.14 (i), $\bigvee_{i \in I} \beta^{-1} a_{i}=\beta^{-1} \bigvee_{i \in I} a_{i} \geqslant b$, so there exists $i \in I$ such that $\beta^{-1} a_{i} \geqslant a$. Therefore $a_{i} \geqslant \beta a$ for this $i$. As this holds for any directed set with supremum exceeding $\beta b$, we have proved $\beta a \ll \beta b$.

Proposition 2.16. Let $A$ be a $C^{*}$-algebra
(a) The following are equivalent:
(i) $A$ is bounded directed complete.
(ii) $A_{+}$is bounded directed complete.
(iii) $[0,1]_{A}$ is a dcpo.
(b) The following are equivalent when $A$ is a bounded directed complete $C^{*}$ algebra:
(i) $A_{+}$is continuous.
(ii) $[0,1]_{A}$ is continuous.

Proof.
(a) $\quad$ (i) $\Rightarrow$ (ii):

Let $\left(a_{i}\right)_{i \in I}$ be a bounded directed set in $A_{+}$. Then it is a bounded directed set in $A$, so there exists $a=\bigvee_{i \in I} a_{i}$. Pick $j \in I$, and then $a \geqslant a_{j} \geqslant 0$, so $a \in A_{+}$. Therefore $A_{+}$is bounded directed complete.

- (ii) $\Rightarrow$ (iii):

Let $\left(a_{i}\right)_{i \in I}$ be a directed set in $[0,1]_{A}$. As $1 \geqslant a_{i}$ for all $i \in I$, it is a bounded set in $A_{+}$and so has a supremum $a \in A_{+}$. As 1 is an upper bound for $\left(a_{i}\right)_{i \in I}, a \leqslant 1$ so is the supremum in $[0,1]_{A}$. Therefore $[0,1]_{A}$ is directed complete.

- (iii) $\Rightarrow$ (i):

Let $\left(a_{i}\right)_{i \in I}$ be a directed set that is bounded above. Pick $i_{0} \in I$, and define $J=\uparrow i_{0}$. Then $\left(a_{j}\right)_{j \in J}$ is cofinal in $\left(a_{i}\right)_{i \in I}$, because $\left(a_{i}\right)_{i \in I}$ is directed. Define $\left(b_{j}\right)_{j \in J}$ by $b_{j}=a_{j}-a_{i_{0}}$. Let $b \in A$ be an upper bound for $\left(a_{i}\right)_{i \in I}$ (equivalently for $\left.\left(a_{j}\right)_{j \in J}\right)$, and therefore $b-a_{i_{0}}$ is an upper bound for $\left(b_{j}\right)_{j \in J}$. By Lemma 2.4 (iv) there exists $n \in \mathbb{N}$ such that $n \cdot 1 \geqslant b-a_{i_{0}}$, so $b_{j} \leqslant n \cdot 1$ for all $j \in J$. We can therefore define $\left(c_{j}\right)_{j \in J}$ by $c_{j}=\frac{1}{n} b_{j}$, which is a directed set in $[0,1]_{A}$. Let $c=\bigvee_{j \in J} c_{j}$. By Lemma 2.14 (i), $n c=\bigvee_{j \in J} b_{j}$, and by Lemma 2.14 (ii), $n c+a_{i_{0}}=\bigvee_{j \in J} a_{j}=\bigvee_{i \in I} a_{i}$.
(b) $\quad$ (i) $\Rightarrow$ (ii):

Let $a \in[0,1]_{A}$. Then $a \in A_{+}$and $\downarrow a \cap[0,1]_{A}=\downarrow a \cap A_{+}$because $b \ll a$ implies $b \leqslant a \leqslant 1$. So $\downarrow a \cap[0,1]_{A}$ is directed and $a=\bigvee \nsucceq a \cap[0,1]_{A}$, proving $[0,1]_{A}$ is continuous.

- (ii) $\Rightarrow$ (i):

Let $a \in A_{+}$. By Lemma 2.4 (iv), there exists $n \in \mathbb{N}$ such that $a \leqslant n \cdot 1$. Therefore $0 \leqslant \frac{1}{n} a \leqslant 1$. By the assumption that $[0,1]_{A}$ is continuous, $\downarrow \frac{1}{n} a$ is directed and $\bigvee \downarrow \frac{1}{n} a=\frac{1}{n} a$. If $b \in n \downarrow \frac{1}{n} a$ then $\frac{1}{n} b \ll \frac{1}{n} a$ so $b \ll a$ (Lemma 2.15). Similarly if $b \ll a, b \in n \ddagger \frac{1}{n} a$, so $n \ddagger \frac{1}{n} a=\downarrow a$. As $\downarrow \frac{1}{n} a$ is directed, $\downarrow a=n \downarrow \frac{1}{n} a$ is directed, and $\bigvee \downarrow a=\bigvee n \downarrow \frac{1}{n} a=n \bigvee \downarrow \frac{1}{n} a=$ $n \frac{1}{n} a=a$, by Lemma 2.14 (i).

In view of the above, we will simply say a $\mathrm{C}^{*}$-algebra $A$ is directed complete if we mean that $A$ or $A_{+}$is bounded directed complete or $[0,1]_{A}$ is directed complete, and we will say that $A$ is continuous if we mean that $A_{+}$or $[0,1]_{A}$ is continuous. For technical reasons, we are unable in the infinite-dimensional case to prove that if $A$ is continuous as a poset under its natural order, then $A_{+}$ and $[0,1]_{A}$ are continuous, and we do not know of any counterexample either.

## 3 Domain Theory in Finite-Dimensional C*-Algebras

In this section all Hilbert spaces are finite-dimensional.
We provide some proofs of facts that are somewhat well known in the infinitedimensional case, expressed in finite-dimensional terms that should be accessible for readers who understand [7, Chapter 2]. For $\mathcal{H}$ a Hilbert space, we write $\mathrm{SA}(\mathcal{H})=B(\mathcal{H})_{\mathrm{sa}}$ for the $\mathbb{R}$-Banach space of self-adjoint operators. It is helpful to recall that $\operatorname{sp}(a)$ is simply the set of eigenvalues of $a$ for a finite-dimensional $\mathcal{H}$.

Lemma 3.1. Let $\mathcal{H}$ be a finite-dimensional Hilbert space. The following sets are the same.
(i) The norm unit ball: $U=\{a \in \mathrm{SA}(\mathcal{H}) \mid\|a\| \leqslant 1\}$.
(ii) The interval from -1 to 1 in the Löwner order: $[-1,1]_{\mathcal{H}}=\{a \in \mathrm{SA}(\mathcal{H}) \mid$ $-1 \leqslant a \leqslant 1\}$.
(iii) The set of self-adjoint operators with spectrum in $[-1,1]:\{a \in \mathrm{SA}(\mathcal{H}) \mid$ $\operatorname{sp}(a) \subseteq[-1,1]\}$.

So for a finite-dimensional $C^{*}$-algebra $A, \operatorname{Ball}\left(A_{\mathrm{sa}}\right)=[-1,1]_{A}$.
Proof. The equivalence of (ii) and (iii) follows directly from Lemma 2.4

- $\|a\| \leqslant 1 \Rightarrow \operatorname{sp}(a) \subseteq[-1,1]:$

Suppose for a contradiction that $\|a\| \leqslant 1$ and there exists an eigenvalue with $|\lambda|>1$. Let $\psi$ be an eigenvector of Hilbert norm 1 with eigenvalue $\lambda$. Then

$$
\|a(\psi)\|^{2}=\left\langle\psi, a^{2}(\psi)\right\rangle=\lambda^{2}\langle\psi, \psi\rangle=\lambda^{2}>1 .
$$

Taking square roots, $\|a(\psi)\|>1$, which, as $\|\psi\|=1$, contradicts $\|a\| \leqslant 1$.

- $\operatorname{sp}(a) \subseteq[-1,1] \Rightarrow\|a\| \leqslant 1$ :

Let $\left(\psi_{i}\right)_{i \in I}$ be an orthonormal basis of eigenvectors of $a,\left(\lambda_{i}\right)_{i \in I}$ the corresponding eigenvalues. Let $\phi \in \mathcal{H}$ with $\|\phi\| \leqslant 1$, which we write as $\sum_{i \in I} \alpha_{i} \psi_{i}$, so $\sum_{i \in I} \bar{\alpha}_{i} \alpha_{i} \leqslant 1$. By the defining property of eigenvectors

$$
\|a(\phi)\|^{2}=\left\langle\sum_{i \in I} \lambda_{i} \alpha_{i} \psi_{i}, \sum_{i \in I} \lambda_{i} \alpha_{i} \psi_{i}\right\rangle=\sum_{i \in I} \lambda_{i}^{2} \bar{\alpha}_{i} \alpha_{i} \leqslant 1
$$

because $\sum_{i \in I} \bar{\alpha}_{i} \alpha_{i} \leqslant 1$ and $0 \leqslant \lambda_{i}^{2} \leqslant 1$, by the initial assumption. Taking square roots, $\|a(\psi)\| \leqslant 1$, so $\|a\| \leqslant 1$ in the operator norm.

For a C*-algebra $A=\prod_{i \in I} B\left(\mathcal{H}_{i}\right)$, by the definition of the product norm we have $\operatorname{Ball}\left(A_{\mathrm{sa}}\right)=\prod_{i \in I} \operatorname{Ball}\left(\mathrm{SA}\left(\mathcal{H}_{i}\right)\right)$, and since the order is pointwise, the above implies $\operatorname{Ball}\left(A_{\mathrm{sa}}\right)=[-1,1]_{A}$. Therefore this statement holds for any finitedimensional $\mathrm{C}^{*}$-algebra.

Lemma 3.2. The following are equivalent, for an operator $a \in B(\mathcal{H})$ :
(i) $a \in \operatorname{int}\left(B(\mathcal{H})_{+}\right)$, i.e. $a$ is in the norm interior of the positive cone.
(ii) There exists $\epsilon>0$ such that $a \geqslant \epsilon \cdot 1$.
(iii) $a \in B(\mathcal{H})_{+}$and $a$ is invertible.

Proof. We have $a \in \operatorname{int}\left(B(\mathcal{H})_{+}\right)$iff there exists $\epsilon>0$ such that $[a-\epsilon 1, a+\epsilon 1] \subseteq$ $B(\mathcal{H})_{+}$by Lemma 3.1(ii). Then $[a-\epsilon 1, a+\epsilon 1] \subseteq B(\mathcal{H})_{+}$iff $a-\epsilon 1 \in B(\mathcal{H})_{+}$(i.e. $a \geqslant \epsilon 1$ ), and this in turn holds iff $\operatorname{sp}(a) \geqslant \epsilon$, by Lemma 2.4 (iii). As $a$ is positive and $\operatorname{sp}(a)$ is closed, the existence of an $\epsilon>0$ such that $\operatorname{sp}(a) \geqslant \epsilon$ is equivalent to $0 \notin \operatorname{sp}(a)$, which by definition is equivalent to $a$ being invertible.

In order to work with the set of completely positive subunital maps between $\mathrm{C}^{*}$-algebras, we will often let our $\mathrm{C}^{*}$-algebras have another norm $\|\|-\|$, consider the positive part of the unit ball with respect to this norm, as a subposet of $A_{+}$:

$$
\operatorname{Ball}_{+}(\| \|-\|)=A_{+} \cap \operatorname{Ball}(\|--\|)=\left\{a \in A_{+} \mid\|a\| \leqslant 1\right\} .
$$

We reserve the notation $\|-\|$ for the $\mathrm{C}^{*}$-norm.
Lemma 3.3. Let $A$ be a finite dimensional $C^{*}$-algebra, and $\left(a_{i}\right)_{i \in I}$ a directed set in $A_{\mathrm{sa}}$. The following are equivalent for an element $a \in A$.
(i) $a=\bigvee_{i \in I} a_{i}$.
(ii) $a_{i}$ converges to $a$.

If $\|\left|-| |\right.$ is a norm on $A$, the same characterization holds for a directed set $\left(a_{i}\right)_{i \in I}$ contained in Ball $_{+}(\| \|-\| \mid)$and makes it into a dcpo.

Proof. - (i) $\Rightarrow$ (ii):
As a finite-dimensional $\mathrm{C}^{*}$-algebra is reflexive and therefore a $\mathrm{W}^{*}$-algebra, we can apply [21, 1.7.4], which shows that (i) $\Rightarrow$ (ii) for weak-* convergence. Since all vector space topologies agree on a finite-dimensional vector space [26, I.3.2], this is the same as norm convergence.

- (ii) $\Rightarrow$ (i):

First we show that $a$ is an upper bound for $\left(a_{i}\right)_{i \in I}$, so let $i \in I$, aiming to prove that $a_{i} \leqslant a$. By the definition of convergence, for all $\epsilon>0$, there exists $j \in I$ such that for all $k \geqslant j,\left\|a_{k}-a\right\| \leqslant \epsilon$. Since $I$ is directed, there exists $k \geqslant i, j$, and we have $a_{i} \leqslant a_{k}$. We have $a_{k}-a \in \epsilon \operatorname{Ball}(A)$, so by Lemma 3.1, $-\epsilon 1 \leqslant a_{k}-a \leqslant \epsilon 1$, so $a_{i} \leqslant a_{k} \leqslant a+\epsilon 1$. It follows that $(a+\epsilon 1)-a_{i} \in A_{+}$, holds for all $\epsilon>0$. Since $2^{-n} 1 \rightarrow 1$ and the cone $A_{+}$ is norm-closed we have

$$
a-a_{i}=\lim _{n \rightarrow \infty} a+2^{-n} 1-a_{i} \in A_{+}
$$

so $a_{i} \leqslant a$ for all $i \in I$, as required to prove $a$ an upper bound.
Now suppose $b$ is an upper bound for $\left(a_{i}\right)_{i \in I}$. Then $b-a_{i} \in A_{+}$for all $i \in I$, and since $A_{+}$is norm-closed, $b-a=\lim _{i \in I}\left(b-a_{i}\right) \in A_{+}$, making $a \leqslant b$.
Now let $||-|| |$ be a norm on $A$. All norms on finite-dimensional vector spaces are equivalent, so there is a constant $\alpha \in \mathbb{R}_{\geqslant 0}$ such that for all $a \in A$ we have $\|a\|\|\leqslant \alpha\| a \|$. Let $\left(a_{i}\right)_{i \in I}$ be a directed set in $B=\operatorname{Ball}_{+}(\|-\|)$. Then $B \subseteq \alpha[-1,1]_{A}$ (Lemma 3.1) and therefore $\alpha \cdot 1$ is an upper bound for $\left(a_{i}\right)_{i \in I}$ in $A_{+}$. So a least upper bound $a$ exists in $A_{+}$. Since all norms are equivalent, $\operatorname{Ball}(\|-\|)$ is $\|-\|$-closed, as is $A_{+}$, and therefore so is $B$. Since $a_{i} \rightarrow a$, we have $a \in B$, from which it follows that $a=\bigvee_{i \in I} a_{i}$ as calculated in $B$.

In the other direction, if $\left(a_{i}\right)_{i \in I}$ is directed and converges to $a$, with everything happening in $B$, then $a$ is the least upper bound of $\left(a_{i}\right)_{i \in I}$ in $A_{+}$, and so is also the least upper bound in $B$.

Lemma 3.4. Let $a$ be a non-zero positive operator on $\mathcal{H}$ and $p=\operatorname{supp}(a)$. Then there exists an $N \in \mathbb{N}$ such that for all $i \geqslant N, a-2^{-i} p$ is positive, and

$$
\begin{equation*}
\bigvee_{i=N}^{\infty}\left(a-2^{-i} p\right)=a \tag{3.5}
\end{equation*}
$$

in the positive cone of $B(\mathcal{H})$.
If $A$ is a finite-dimensional $C^{*}$-algebra equipped with a norm $\|\|-\|$, the same holds inside $B=\operatorname{Ball}_{+}(\|-\|)$, i.e. there exists $N \in \mathbb{N}$ such that for all $i \geqslant N$, $a-2^{-i} p \in B$ and (3.5) holds inside $B$.

Proof. As $a$ is positive, it is self-adjoint, and so as it is non-zero, it has a nonzero eigenvalue. Let $\left(\psi_{j}\right)_{j \in J}$ be an orthonormal basis of eigenvectors for $a(J$ a finite set), $\left(\lambda_{j}\right)_{j \in J}$ their corresponding eigenvalues, and let $K \subseteq J$ be the indices such that $\lambda_{j} \neq 0$. Then $\left(\psi_{k}\right)_{k \in K}$ spans the support of $a$, because each $\psi_{k}$ is orthogonal to the null space of $a$, and every vector in the support of $a$ is expressible in terms of $\left(\psi_{j}\right)_{j \in J}$, but cannot use any of the $\psi_{j}$ with $\lambda_{j}=0$.

Let $\lambda>0$ be the smallest nonzero eigenvalue of $a$. Let $N$ be the smallest $N \in \mathbb{N}$ such that $2^{-N} \leqslant \lambda$, so for all $i \geqslant N$ and $k \in K, 2^{-i} \leqslant \lambda_{k}$. Let $\phi \in \mathcal{H}$,
and express it in terms of eigenvectors as $\sum_{j \in J} \alpha_{j} \psi_{j}$. Then

$$
\begin{aligned}
\langle\phi, a(\phi)\rangle & =\left\langle\phi, a\left(\sum_{j \in J} \alpha_{j} \psi_{j}\right)\right\rangle \\
& =\left\langle\phi, \sum_{j \in J} \alpha_{j} \lambda_{j} \psi_{j}\right\rangle \\
& =\left\langle\phi, \sum_{k \in K} \alpha_{k} \lambda_{k} \psi_{k}\right\rangle \\
& =\sum_{k \in K} \lambda_{k}\left\langle\phi, \alpha_{k} \psi_{k}\right\rangle \\
& \geqslant \sum_{k \in K} 2^{-i}\left\langle\phi, \alpha_{k} \psi_{k}\right\rangle \\
& =\left\langle\phi, 2^{-i} \sum_{k \in K} \alpha_{k} \psi_{k}\right\rangle \\
& =\left\langle\phi, 2^{-i} p(\phi)\right\rangle
\end{aligned}
$$

so $a \geqslant 2^{-i} p$, i.e. $a-2^{-i} p$ is positive.
Since the sequence $\left(a-2^{-i} p\right)_{i=N}^{\infty}$ is directed and converges to $a$, we have $\bigvee_{i=N}^{\infty}\left(a-2^{-i} p\right)=a$ by Lemma 3.3

Now consider an algebra $A=\prod_{j \in J} B\left(\mathcal{H}_{j}\right)$ where $J$ is finite and each $\mathcal{H}_{j}$ finite-dimensional, and let $a=\left(a_{j}\right)_{j \in J} \in A_{+}$and $p_{j}=\operatorname{supp}\left(a_{j}\right)$ so that $p=$ $\left(p_{j}\right)_{j \in J}$ is the support of $a$ (Proposition 2.10). By what we have just proved, for each $j \in J$, there exist $N_{j} \in \mathbb{N}$ such that for all $i \geqslant N_{j}$ the element $a_{j}-2^{-i} p_{j} \in$ $B\left(\mathcal{H}_{j}\right)_{+}$. Since $J$ is finite, we can pick $N^{\prime}$ to be the largest $N_{j}$, and then for all $i \geqslant N^{\prime}$ we have $\left(a_{j}\right)_{j \in J}-2^{-i} \operatorname{supp}\left(\left(a_{j}\right)_{j \in J}\right) \in A_{+}$. Then by Lemma 3.3 we have $\bigvee_{i=N^{\prime}} a-2^{-i} p=a$.

If $A$ is equipped with a norm $\|-\|$, and defining $B=\operatorname{Ball}_{+}(\|--\|)$we have $a \in B$, then since $a-2^{-i} p \rightarrow a$, there exists $N \in \mathbb{N}$ such that for all $i \geqslant N$ we have $a-2^{-i} p \in \operatorname{Ball}(\|-\| \|)$. So if we define $N=\max M, N^{\prime}$, for all $i \geqslant N$ we have $\left(a_{j}\right)_{j \in J}-2^{-i}\left(p_{j}\right)_{j \in J} \in B$ and so by Lemma 3.3 3.5 holds in $B$.

As a warm-up, and for later comparison, we characterize the way-below relation in $\mathrm{SA}(\mathcal{H})$.

Lemma 3.6. Let $a, b$ be self-adjoint operators on a finite-dimensional Hilbert space $\mathcal{H}$. The following are equivalent:
(i) $b \ll a \operatorname{in} \operatorname{SA}(\mathcal{H})$
(ii) $a-b$ is in the interior of $B(\mathcal{H})_{+}$
(iii) There exists $\epsilon>0$ such that $a-b \geqslant \epsilon \cdot 1$.

Proof. The equivalence of (ii) and (iii) follows from Lemma 3.2. Suppose (iii) holds, and let $\left(c_{i}\right)_{i \in I}$ be a directed set with supremum $c \geqslant a$. Then $c \geqslant b+\epsilon \cdot 1$, so $c-b$ is in the interior of $B(\mathcal{H})_{+}$, by the same lemma. Since $c_{i} \rightarrow c$ (Lemma 3.3), we have $c_{i}-b \rightarrow c-b$, so there exists $i \in I$ such that $c_{i}-b \in B\left(\mathcal{H}_{+}\right)$, i.e. $c_{i} \geqslant b$. This proves (iii) implies (i).

Suppose that (i) holds. Observe that $\left.\left(a-2^{-i} 1\right)\right)_{i \in \mathbb{N}}$ is a monotone sequence in $\operatorname{SA}(\mathcal{H})$ converging to $a$, so $a$ is its least upper bound (Lemma 3.3). It follows that there exists $i \in \mathbb{N}$ such that $a-2^{-i} 1 \geqslant b$, and therefore $a-b \geqslant 2^{-i} 1$, proving (iii).

We now characterize the way-below relation on positive operators.
Lemma 3.7. Let $a, b$ be positive operators on $\mathcal{H}$, where $\mathcal{H}$ is finite-dimensional. The following are equivalent:
(i) $b \ll a$ in $B(\mathcal{H})_{+}$
(ii) There exists $\epsilon>0$ such that $b \leqslant a-\epsilon \cdot \operatorname{supp}(a)$.

For $A$ a finite-dimensional $C^{*}$-algebra equipped with a norm $\|\|-\|$, the same characterization holds in $B=\operatorname{Ball}_{+}(\|-1\|)$.
Proof. Throughout, define $p=\operatorname{supp}(a)$ for short. We start with the Hilbert space case.

- (i) $\Rightarrow$ (ii):

By Lemma 3.4 and the fact that $b \ll a$, there exists $i \in \mathbb{N}$ such that $b \leqslant a-2^{-i} p$, so we can take $\epsilon=2^{-i}$.

- (ii) $\Rightarrow$ (i):

Suppose that $b \leqslant a-\epsilon p$ for some $\epsilon>0$. Let $\left(c_{i}\right)_{i \in I}$ be a directed set of positive operators with supremum $c \geqslant a$. Let $\mathcal{K}$ be the support of $c$. If $\mathcal{K}=\{0\}$, then $c=0$, so $a=b=0$ and therefore $b \ll a$. So we now assume that $\mathcal{K} \neq\{0\}$ and therefore $c \neq 0$. As $c_{i} \leqslant c$ for all $i \in I$ and $a, b \leqslant c$, all these operators can be restricted to elements of $B(\mathcal{K})$ by Lemma 2.13 , and by Lemma 2.5, $\bigvee_{i \in I} c_{i}=c$ in $B(\mathcal{K})$ and all other order relations that hold in $B(\mathcal{H})$ continue to hold in $B(\mathcal{K})$. In $B(\mathcal{K})$, we have $\operatorname{supp}(c)=1$.
As $a \leqslant c, c-a$ is positive, and since $(c-a)+a=c$, we have, by Lemma 2.11 (ii), $\operatorname{supp}(c-a) \vee \operatorname{supp}(a)=\operatorname{supp}(c)=1$, these supports being calculated in $B(\mathcal{K})$. Then

$$
\begin{aligned}
\operatorname{supp}(c-(a-\epsilon p)) & =\operatorname{supp}((c-a)+\epsilon p)=\operatorname{supp}(c-a) \vee \operatorname{supp}(\epsilon p) \\
& =\operatorname{supp}(c-a) \vee \operatorname{supp}(a)=1
\end{aligned}
$$

using Lemma 2.11 (ii) again. Therefore $c-(a-\epsilon p)$ is invertible, by the finite-dimensionality of $\mathcal{K}$, and so $c-(a-\epsilon p)$ is in the norm interior of $B(\mathcal{K})_{+}$(Lemma 3.2).
By Lemma 2.14 (ii), $c-(a-\epsilon p)=\bigvee_{i \in I} c_{i}-(a-\epsilon p)$, and so $\left(c_{i}-(a-\epsilon p)\right)_{i \in I}$ converges to $c-(a-\epsilon p)$ (Lemma 3.3 ) so there exists $i \in I$ such that $c_{i}-(a-\epsilon p) \in B(\mathcal{K})_{+}$. Therefore $c_{i} \geqslant a-\epsilon p \geqslant b$ in $B(\mathcal{K})$, so $b \leqslant c_{i}$ in $B(\mathcal{H})$ by Lemma 2.5 This proves $b \ll a$.

Let $A=\prod_{j \in J} B\left(\mathcal{H}_{i}\right)$ with $J$ finite and $\mathcal{H}_{i}$ finite-dimensional Hilbert spaces, $\|\|-\|\|$ a norm on $A$, and let $a, b \in B=\operatorname{Ball}_{+}(\| \|-\|)$such that $b \ll a$. The argument that (i) implies (ii) is essentially unchanged, using Lemma 3.4. For (ii) implies (i), we expand $a=\left(a_{j}\right)_{j \in J}$ and $b=\left(b_{j}\right)_{j \in J}$ and observe that $p=\operatorname{supp}(a)$ is of the form $\left(p_{j}\right)_{j \in J}$ with $p_{j}=\operatorname{supp}\left(a_{j}\right)$. Then by (ii) $\Rightarrow$ (i) of the Hilbert space case,
we have $b_{j} \ll a_{j}$ in each $B\left(\mathcal{H}_{j}\right)_{+}$. If we have a directed set $\left(c_{i}\right)_{i \in I}$ in $B$ with $\bigvee_{i \in I} c_{i}=c \geqslant b$, then for each $j \in J$ we have $\bigvee_{i \in I} c_{i, j}=c_{j} \geqslant b_{j}$ (in $B\left(\mathcal{H}_{j}\right)_{+}$, by Lemma 3.3), so there exists $n_{j} \in I$ such that $c_{n_{j}, j} \geqslant a_{j}$. Using directedness of $I$ and finiteness of $J$, there exists $n \in I$ such that for all $j \in J$ we have $c_{n, j} \geqslant b_{j}$, and so $c_{n} \geqslant b$. This proves that $b \ll a$ in $B$.

In [3, Example 2.7] Selinger characterized the way-below relation on $B(\mathcal{H})$ in a different way, and Keimel has yet another characterization in [27, Proposition 5.1]. We can now reprove what was first proven by Selinger in [3, Example 2.7, §5.1 Example], at a slightly different level of generality as we do not require that the norm be monotone (see [3, §2.3 Definition]), though this makes no difference for our application.

Theorem 3.8 (Selinger). Let $A$ be a finite-dimensional $C^{*}$-algebra equipped with a norm $\left\|\|-\| \mid\right.$. Then Ball $_{+}(\|\mid-\|)$is a continuous dcpo.
Proof. We have already seen that $B=\operatorname{Ball}_{+}(\| \|-\|)$is a dcpo in Lemma 3.3. So we need to show that $\downarrow a$ is directed and $a=\bigvee \downarrow a$ for all $a \in B$. Let $p=\operatorname{supp}(a)$ throughout. If $b_{1}, b_{2} \in B$ and $b_{1}, b_{2} \ll a$, then by Lemma 3.7 there exist $\epsilon_{1}, \epsilon_{2}>0$ such that $b_{i} \leqslant a-\epsilon_{i} p$ for $i \in\{1,2\}$. Taking $\epsilon=\max \left\{\epsilon_{1}, \epsilon_{2}\right\}$, we have $b_{i} \leqslant a-\epsilon p \ll a$ (by Lemma 3.7).

The sequence $\left(a-2^{-i} p\right)_{i=N}^{\infty}$ from Lemma 3.4 is a subset of $\downarrow a$ by Lemma 3.7. so

$$
a=\bigvee_{i=N}^{\infty}\left(a-2^{-i} p\right) \leqslant \bigvee \downarrow a \leqslant a
$$

the last inequality being because $a$ is an upper bound for $\downarrow a$.
We note the following consequence of Theorem 3.8 that we use later.
Theorem 3.9. Let $X$ be a set (no longer required to be finite), and $\left(\mathcal{H}_{x}\right)_{x \in X}$ a family of finite-dimensional Hilbert spaces. Then $\prod_{x \in X} B\left(\mathcal{H}_{x}\right)$ is a continuous directed-complete $C^{*}$-algebra. The way-below relation is characterized by $\left(a_{x}\right)_{x \in X} \ll\left(b_{x}\right)_{x \in X}$ iff there exists a finite subset $S \subseteq X$ such that $a_{x}=0$ for all $x \in X \backslash S$, and for all $x \in S a_{x} \ll b_{x}$.

Proof. For convenience, we write $A_{x}=B\left(\mathcal{H}_{x}\right)$ and $A=\prod_{x \in X} A_{x}$. By Theorem 3.8, if we take $\|-\|\|=\|-\|$, the unit interval $[0,1]_{A_{x}}$ is a continuous dcpo for all $x \in X$. The order on $[0,1]_{A}$ is the product ordering and $[0,1]_{A}$ is the poset product $\prod_{x \in X}[0,1]_{A_{x}}$.

By [14, Proposition I-2.1 (ii)], $\prod_{x \in X}[0,1]_{A_{x}}$ is a continuous dcpo, and $\left(a_{x}\right)_{x \in X} \ll$ $\left(b_{x}\right)_{x \in X}$ iff there exists a finite set $S \subseteq X$ such that $a_{x}=0$ except when $x \in S$, and $a_{x} \ll b_{x}$ for all $x \in X$, which, as $0 \ll b_{x}$, is satisfied iff $a_{x} \ll b_{x}$ for all $x \in S$.

Therefore, by Proposition 2.16 (b), $A$ is continuous.
We now show why we cannot approximate arbitrary completely positive maps using directed joins from a fixed countable set. For this we need the notion of a basis for a continuous dcpo [14, Definition III-4.1]. To avoid confusion with the linear notion of basis for a vector space, we will refer to this as a base instead. A base of a dcpo $D$ is a set $B \subseteq D$ such that for all $d \in D, \downarrow d \cap B$ is directed, and $d=\bigvee \downarrow d \cap B$. A dcpo $D$ has a base iff it is continuous, and it is immediate from the definition that if $D$ is continuous, $D$ is a base.

Lemma 3.10. Let $A$ be a noncommutative finite-dimensional $C^{*}$-algebra, so $A \cong \prod_{j \in J} B\left(\mathcal{H}_{j}\right)$ where for at least one $j, \operatorname{dim}\left(\mathcal{H}_{j}\right) \geqslant 2$. Let $\|--\|$ be a norm on A. Then any base of Ball $_{+}(\| \|-\| \mid)$has cardinality $2^{\aleph_{0}}$.

Proof. Let $D \subseteq B=$ Ball $_{+}(\|--\|)$be a base. Let $k \in J$ be $\operatorname{such}$ that $\operatorname{dim}\left(\mathcal{H}_{k}\right) \geqslant 2$, and define $P$ to be the set of elements $\left(a_{j}\right)_{j \in J} \in A$ such that $a_{k}$ is a 1-dimensional projection and $a_{j}=0$ for all $j \neq k$.

For each $p \in P,\|p\| \|>0$ so we can define $q_{p}$ to be equal to $p$ if $\|p\| \leqslant 1$, and otherwise $q_{p}=\frac{p}{\|p\| \|}$. Then $q_{p} \leqslant p$ and $q_{p} \in B$. Since $D$ is a base, there must exist $d_{p} \in D$ such that $d_{p} \ll q_{p}$, and therefore $d_{p} \leqslant q_{p}$. Fix such a $d_{p}$ for each $p \in P$, and we show that the map $p \mapsto d_{p}$ is injective. Let $p, p^{\prime} \in P$ such that $d_{p}=d_{p^{\prime}}$. Define $\mathcal{K}, \mathcal{K}^{\prime}$ to be the respective 1 -dimensional subspaces of $\mathcal{H}_{k}$ corresponding to $p_{k}, p_{k}^{\prime}$. Since $d_{p} \leqslant q_{p} \leqslant p$, we have $d_{p, k} \leqslant p_{k}$ and so $d_{p, k} \in B(\mathcal{K} \mid \mathcal{H})$, and likewise $d_{p^{\prime}, k} \in B\left(\mathcal{K}^{\prime} \mid \mathcal{H}\right)$. Since $d_{p, k}=d_{p^{\prime}, k}$ are non-zero and $\mathcal{K}, \mathcal{K}^{\prime}$ are 1 -dimensional, we have $\mathcal{K}=\mathcal{K}^{\prime}$ and therefore $p_{k}=p_{k}^{\prime}$. Since $p_{j}, p_{j}^{\prime}=0$ for all other $j \in J$, we have $p=p^{\prime}$. All together, we have defined an injective map $P \rightarrow D$.

Since $\mathcal{H}_{k}$ is finite-dimensional and at least 2-dimensional the cardinality of $P$ is that of the continuum, $2^{\aleph_{0}}$. Therefore this is true of $D$ as well.

We write $\mathbf{C P}(A, B)$ for the set of completely positive maps $A \rightarrow B$ and $\operatorname{CPSU}(A, B)$ for the set of completely positive subunital maps $A \rightarrow B$. By subunital, we mean that $f: A \rightarrow B$ has $f(1) \leqslant 1$. These are superoperators in the Heisenberg picture. In the Schrödinger picture they correspond to maps $f: B \rightarrow A$ that are completely positive and trace-reducing (a.k.a. trace nonincreasing).

Theorem 3.11. Let $A, B$ be finite-dimensional $C^{*}$-algebras, one of which is noncommutative. If a set $D \subseteq \mathbf{C P S U}(A, B)$ of complete positive subunital maps is such that for all $f \in \mathbf{C P S U}(A, B)$ there exists a directed set $\left(f_{i}\right)_{i \in I}$ in $D$ with $f=\bigvee_{i \in I} f_{i}$, then $D$ is uncountable.
Proof. Choi's version [28] of the Choi-Jamiołkowski isomorphism [29] gives, for each $n, m \in \mathbb{N}$, an isomorphism between the matrix algebra $M_{n m}$ and the set of linear maps $M_{n} \rightarrow M_{m}$ that is itself linear and restricts to an isomorphism between $\left(M_{n m}\right)_{+}$and $\mathbf{C P}\left(M_{n}, M_{m}\right)$. This extends to an isomorphism between $(A \otimes B)_{+}$and $\mathbf{C P}(A, B)$ for finite-dimensional $\mathrm{C}^{*}$-algebras $A, B$. We have that if at least one of $A, B$ is noncommutative, then so is $A \otimes B$.

A map $f \in \mathbf{C P}(A, B)$ is subunital iff its operator norm ${ }^{6}$ is $\leqslant 1$ [30, Lemma 5.3]. So under the Choi-Jamiołkowski isomorphism we have an isomorphism of $\operatorname{CPSU}(A, B)$ with Ball $_{+}(\|-\mid\|)$for some norm $\|--\| \mid$on $A \otimes B$, and $\operatorname{CPSU}(A, B)$ is therefore a continuous dcpo (Theorem 3.8). If $D \subseteq \operatorname{CPSU}(A, B)$ is a set as described in the statement of the theorem, then it follows from continuity of $\operatorname{CPSU}(A, B)$ as a dcpo that $D$ is a base [14, Proposition III-4.2 (5) $\Rightarrow$ (1)]. So Lemma 3.10 implies $D$ is uncountable.

At this point we note that Theorem 3.8 together with Lemma 3.7 the above shows that Keimel's claim [27, Proposition 5.3] that the Lawson topology on the "kegelspitz", the set of positive operators of trace $\leqslant 1$, agrees with the Euclidean topology is false. If $p$ is a 1 -dimensional projection in $B\left(\mathbb{C}^{2}\right)$, for instance, the

[^3]way-up set $\uparrow \frac{p}{2}$ is Scott open [14, Theorem II-1.14 (1) $\Rightarrow$ (2)] and therefore Lawson open, and contains $p$, but we can find a sequence of 1-dimensional projections $p_{i} \rightarrow p$ in the Euclidean topology such that $p_{i} \neq p$ for all $i \in \mathbb{N}$ and therefore $\frac{p}{2} k p_{i}$ for any $i \in \mathbb{N}$, which shows that $\uparrow \frac{p}{2}$ is not open in the restriction of the Euclidean topology of $B\left(\mathbb{C}^{2}\right)$ to the kegelspitz.

Theorem 3.11 can also be applied to the domain theory of spacetimes (see 31, 32]), because $3+1$-dimensional Minkowski spacetime is isomorphic to $\mathrm{SA}\left(\mathbb{C}^{2}\right)$, the self-adjoint $2 \times 2$ matrices. We have to be careful with the way-below relation - the one used in [31] is for the whole space as a poset, not the positive cone, and so corresponds to Lemma 3.6 rather than Lemma 3.7.

Theorem 3.12. Let $M$ be $3+1$-dimensional Minkowski space, and we write $\leqslant$ for the causal order. If $D \subseteq M$ is a set such that for each pair of events $x, y \in M$ with $x \leqslant y$, there exists a causally directed set $\left(z_{i}\right)_{i \in I}$ in $D$ with $x \leqslant z_{i}$ for all $i \in I$ and $\bigvee_{i \in I} z_{i}=y$, then $D$ is uncountable.

Proof. The map $f$ that takes $(t, x, y, z) \in M$ to

$$
t\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+x\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)+y\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)+z\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

is a linear isomorphism of $M$ with $\mathrm{SA}\left(\mathbb{C}^{2}\right)$ that maps the causal forward cone of the origin in $M$ to the positive matrices.

So if $D$ is a set with the required property, then $f(D) \cap[0,1]_{M_{2}}$ is a set with the property required in Theorem 3.11, so is uncountable. It follows that $D$ is uncountable.

The above could be generalized to $1+n$-dimensional Minkowski space by using JB-algebras instead of $\mathrm{C}^{*}$-algebras, but we omit this for reasons of space.

## 4 Characterization of Continuous C*-algebras

In this section, we show that if the unit interval of a $\mathrm{C}^{*}$-algebra $A$ is a continuous dcpo, then $A$ is a product of finite-dimensional matrix algebras. This includes the case that $A$ is a $\mathrm{W}^{*}$-algebra, but there are directed-complete $\mathrm{C}^{*}$-algebras that are not $\mathrm{W}^{*}$-algebra $\{7$

In general, an induced sub-dcpo of a continuous dcpo is not necessarily continuous [14, Exercise I-2.19]. So we need an extra condition to pass continuity to a sub-dcpo. This is provided by the following lemma, an extension of [14, Theorem I-2.7], better adapted to directed-complete $\mathrm{C}^{*}$-algebras because it does not require that the ambient poset be a lattice.

For clarity, for each join or meet we take, we write the name of the poset in which it is interpreted, so $\bigvee_{i \in I}^{E} x_{i}$ is the least upper bound of $\left(x_{i}\right)_{i \in I}$ in $E$. We need such a notation because if $E$ is contained in a larger poset $F$ there may be a smaller upper bound in $F$.

Lemma 4.1. Let $D$ be a continuous dcpo, and $E \subseteq D$ a complete lattice in the induced ordering, such that the inclusion mapping preserves all non-empty meets, and directed joins. Then $E$ is a continuous lattice.

[^4]Proof. We use condition (DD) of [14, Theorem I-2.7], which is to say, let $J$ be a non-empty set, $\left\{K_{j}\right\}_{j \in J}$ a $J$-indexed family of posets, $\left\{x_{j, k}\right\}_{j \in J, k \in K_{j}}$ be a family of elements in $E$ such that for all $j \in J,\left\{x_{j, k}\right\}_{k \in K_{j}}$ is directed, then we want to show

$$
\begin{equation*}
\bigwedge_{j \in J}^{E} \bigvee_{k \in K_{j}}^{E} x_{j, k}=\bigvee_{f \in \prod_{j \in J}^{E}}^{K_{j}} \bigwedge_{j \in J}^{E} x_{j, f(j)} \tag{4.2}
\end{equation*}
$$

where we have written $E$ above the lattice operations to emphasize that they should be calculated in $E$, rather than $D$. This is a kind of distributivity property that holds iff $E$ is a continuous lattice by [14, Theorem I-2.7].

The proof is by showing the inequality in each direction.

- $\geqslant$ :

This holds in any complete lattice, so the proof does not depend on $D$, so we do not need to use the notation above that emphasizes which poset the joins and meets are calculated in, as they will all be calculated in $E$. We have

$$
\begin{aligned}
& \forall f \in \prod_{j \in J} K_{j}, j \in J . \bigwedge_{j^{\prime} \in J} x_{j^{\prime}, f\left(j^{\prime}\right)} \leqslant x_{j, f(j)} \leqslant \bigvee_{k \in K_{j}} x_{j, k} \\
& \forall j \in J . \bigvee_{f \in \prod_{j \in J} K_{j}} \bigwedge_{j^{\prime} \in J} x_{j^{\prime}, f\left(j^{\prime}\right)} \leqslant \bigvee_{k \in K_{j}} x_{j, k} \\
& \bigvee_{f \in \prod_{j \in J} K_{j}} \bigwedge_{j \in J} x_{j, f(j)} \leqslant \bigwedge_{j \in J} \bigvee_{k \in K_{j}} x_{j, k}
\end{aligned}
$$

- $\leqslant$ :

We use the continuity of $D$ in the following way. If we want to show that $x \leqslant y$ in a continuous dcpo, we can show that for all $z \ll x$, we have $z \leqslant y$. Then $x=\bigvee \downarrow x \leqslant y$. Therefore what we want to show is that if $y \in D$ and $y \ll \bigwedge_{j \in J}^{E} \bigvee_{k \in K_{j}}^{E} x_{j, k}$, then $y \leqslant \bigvee_{f \in \prod_{j \in J}^{E} K_{j}}^{\bigwedge_{j \in J}^{E}} x_{j, f(j)}$. We start with

$$
y \ll \bigwedge_{j \in J}^{E} \bigvee_{k \in K_{j}}^{E} x_{j, k} \leqslant \bigvee_{k \in K_{j}}^{E} x_{j, k}=\bigvee_{k \in K_{j}}^{D} x_{j, k}
$$

for all $j \in J$, by the assumption that the inclusion of $E$ into $D$ preserves directed joins. So by the definition of way below, for all $j \in J$ there exists $g(j) \in K_{j}$ such that $y \leqslant x_{j, g(j)}$, which defines a function $g \in \prod_{j \in J} K_{j}$. By the assumption that $E$ is a complete lattice, $\bigwedge_{j \in J}^{E} x_{j, g(j)}$ exists, and by the assumption that the inclusion of $E$ into $D$ preserves non-empty meets $\bigwedge_{j \in J}^{D} x_{j, g(j)}$ exist $\rrbracket^{8}$ and is equal to $\bigwedge_{j \in J}^{E} x_{j, g(j)}$. Therefore:

$$
y \leqslant \bigwedge_{j \in J}^{E} x_{j, g(j)} \leqslant \bigvee_{f \in \prod_{j \in J} K_{j}}^{\bigwedge_{j \in J}^{E}} x_{j, f(j)}
$$

[^5]In order to continue the proof, will need to use the fact that directedcomplete $\mathrm{C}^{*}$-algebras are AW*-algebras ${ }^{9}$. This fact is known to experts, but does not seem to have made its way into textbooks, so we give a proof here. First we must define AW*-algebras. To do this, we need some definitions. If $A$ is a *-algebra, the right annihilator of a subset $S \subseteq A$ is defined to be

$$
R(S)=\{a \in A \mid \forall s \in S . s a=0\}
$$

In order to imagine what $R(S)$ is, it may help to consider the case of $C(X)$. If $a \in C(X)$ is a complex-valued function, $R(\{a\})$ is the set of functions that vanish wherever $a$ is nonzero.

We can also define the commutant of $S$, written $S^{\prime}$ :

$$
S^{\prime}=\{a \in A \mid \forall b \in S . a b=b a\}
$$

i.e. $S^{\prime}$ is the set of elements that commute with everything in $S$.

Definition 4.3. Let $A$ be a $C^{*}$-algebra. The following four conditions are equivalent and define what it is for $A$ to be an $A W^{*}$-algebra.
(i) $A$ is a Baer ${ }^{*}$-ring, i.e. for all $S \subseteq A$, there exists a projection $p \in A$ such that $R(S)=p A$.
(ii) The projections of $A$ form a complete lattice and $A$ is a Rickart *-ring, i.e. for all $a \in A$, there exists a projection $p \in A$ such that $R(\{a\})=p A$.
(iii) Every set of orthogonal projections in A has a supremum and A is a Rickart *-ring.
(iv) Every set of orthogonal projections in $A$ has a supremum and every maximal commutative *-subalgebra of $A$ is generated by its projections.

Proof. The equivalence of the first three is shown in [17, §4 Proposition 1]. Part (iv) is actually the original definition of an AW*-algebra and is proved to imply (i) in [33, Theorem 2.3]. To show (iii) implies (iv), we only need to show the second part holds. So let $A$ be a C*-algebra satisfying (iii), and let $B \subseteq A$ be a maximal commutative *-subalgebra. By [17, §3 Proposition 9 (5)], $A^{\prime \prime}$ is commutative and contains $A$, so as $A$ is maximal, $A^{\prime \prime}=A$. By [17, $\S 4$ Proposition 8 (iv)], this implies $A$ is a commutative AW*-algebra (in the sense of (i)). Commutative $\mathrm{AW}^{*}$-algebras are isomorphic to $C(X)$ for a stonean space $X$ [17, §7 Theorem 1], so are generated by their projections.

Proposition 4.4. Every directed-complete $C^{*}$-algebra is an $A W^{*}$-algebra.
Proof. Let $A$ be a directed-complete $\mathrm{C}^{*}$-algebra. To show that $A$ is an $\mathrm{AW}^{*}$ algebra, it suffices to show that every maximal commutative *-subalgebra $B$ is directed-complete [34, Proposition 1.4]. Let $\left(a_{i}\right)_{i \in I}$ be a bounded directed set of self-adjoint elements of $B$, and $b=\bigvee_{i \in I} a_{i}$, as calculated in $A$. By [34, Lemma 1.6], $b \in B$. As $B$ is order-embedded in $A$ (Lemma 2.5), $b$ is also the supremum of $\left(a_{i}\right)_{i \in I}$ in $B$. Therefore $B$ is directed-complete.

The following standard lemma characterizes when products of positive elements are positive.

[^6]Lemma 4.5. Let $A$ be $a C^{*}$-algebra and $a, b \in A$ positive. Then $a b$ is positive $i f f a b=b a$.

Proof. If $a b$ is positive, then it is self-adjoint, so $a b=(a b)^{*}=b^{*} a^{*}=b a$. For the other direction, suppose that $a b=b a$. Then $a$ and $b$ generate a commutative $\mathrm{C}^{*}$-subalgebra of $A$, which, by Gel'fand duality, is isomorphic to $C(X)$ for some $X$. Since positive elements of $C(X)$ correspond to functions taking values in $\mathbb{R}_{\geqslant 0}, a b$ is positive.

We need the following purely technical lemma about positive operators and projections on a Hilbert space.

Lemma 4.6. Let $A$ be a $C^{*}$-algebra, $a \in[0,1]_{A}$, and $p \in \operatorname{Proj}(A)$. Then the following are equivalent:
(i) $a \leqslant p$
(ii) $a=a p$
(iii) $a=p a$
(iv) $a=p a p$

Proof. In the proof, we observe that all these relations are preserved and reflected by isomorphisms. As for every $\mathrm{C}^{*}$-algebra $A$ there exists a Hilbert space $\mathcal{H}$ such that $A$ is isomorphic to a $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$, we can reduce to proving the equivalence of (i)-(iv) for $A$ a $\mathrm{C}^{*}$-subalgebra of $B(\mathcal{H})$.

- (i) $\Rightarrow$ (ii), (ii) $\Leftrightarrow$ (iii), (iii) $\Rightarrow$ (iv):

If we apply Lemma 2.13 to $a$ and $p$, using the fact that $p=\operatorname{supp}(p)$, we get (i) $\Rightarrow$ (ii), and the proof used in that Lemma to show that (ii) $\Rightarrow$ (iii) actually also shows (iii) $\Rightarrow$ (ii), and it is clear that (ii) and (iii) together imply (iv).

- (iv) $\Rightarrow$ (ii): We have $a=p a p$ and therefore $a p=p a p^{2}=p a p=a$.
- (ii),(iii) $\Rightarrow$ (i): We want to show that $a \leqslant p$, i.e. $p-a \in A_{+}$. By (ii), we have

$$
p-a=p-a p=(1-a) p
$$

and similarly by (iii), $p-a=p(1-a)$, so $(1-a)$ commutes with $p$. Then $p$ is positive, and $(1-a)$ is positive because $a \in[0,1]_{A}$, so by Lemma 4.5. $p-a=(1-a) p$ is positive.

Care is required in interpreting the following proposition, for two reasons. Firstly, in general the map $\operatorname{Proj}(A) \hookrightarrow A_{\text {sa }}$ does not even preserve finite joins or meets. This happens even in the case when $A$ is the $2 \times 2$ matrix algebra 35 , Lemma 7]. This is why the restriction in the codomain to the sub-poset $[0,1]_{A} \subseteq$ $A_{\mathrm{sa}}$ is needed. The second is that $[0,1]_{A}$ is not a lattice if $A$ is non-commutative, so the natural way of phrasing the following, $" \operatorname{Proj}(A)$ is a sublattice of $[0,1]_{A}$ ", isn't strictly right.

Proposition 4.7. Let $A$ be an $A W^{*}$-algebra. Then the inclusion map $\operatorname{Proj}(A) \rightarrow$ $[0,1]_{A}$ preserves all lattice operations.

Proof. Let $\left(p_{i}\right)_{i \in I}$ be a family of projections, and let $p=\bigwedge_{i \in I}^{\operatorname{Proj}(A)} p_{i}$. We want to
show that $\bigwedge_{i \in I}^{[0,1]_{A}} p_{i}=p$. As $p$ is a lower bound for $\left(p_{i}\right)_{i \in I}$ in $[0,1]_{A}$, it suffices to show that $p$ is greater than any lower bound $a \in[0,1]_{A}$ for $\left(p_{i}\right)_{i \in I}$.

So let $a \in[0,1]_{A}$ such that for all $i \in I, a \leqslant p_{i}$. By Lemma 4.6, $a=a p_{i}$ for all $i \in I$. If we define $q_{i}=1-p_{i}$ for all $i \in I$ and $q=1-p$, we have $\operatorname{Proj}(A)$
$q=\bigvee_{i \in I} q_{i}$ by the fact that the map $p \mapsto 1-p$ is an isomorphism of $\operatorname{Proj}(A)$ with its opposite (Lemma 2.6 (vi)).

As $a p_{i}=a$, we have $a q_{i}=0$ for all $i \in I$. By [17, §3 Proposition 6], this implies $a q=0$, and therefore $a p=a$, which by Lemma 4.6 implies $a \leqslant p$. Therefore $p=\bigwedge_{i \in I}^{[0,1]_{A}} p_{i}$.

It then follows from the fact that $a \mapsto 1-a$ is an isomorphism of $[0,1]_{A}$ with its opposite (Lemma 2.6 (v)), and restricts to a such a map on $\operatorname{Proj}(A)$ as well, that the inclusion morphism $\operatorname{Proj}(A) \rightarrow[0,1]_{A}$ preserves joins as well, and so $\operatorname{Proj}(A)$ is a complete sublattice of $[0,1]_{A}$.

We can now make full use of Lemma 4.1 s extra generality.
Proposition 4.8. If $A$ is a continuous directed complete $C^{*}$-algebra, $A$ is an AW -algebra with $\operatorname{Proj}(A)$ a continuous lattice.

Proof. By Proposition 4.4, $A$ is an $\mathrm{AW}^{*}$-algebra. We also have that $[0,1]_{A}$ is a continuous dcpo (Proposition 2.16, so by Proposition 4.7, the inclusion $\operatorname{Proj}(A) \hookrightarrow[0,1]_{A}$ satisfies the conditions of Lemma 4.1, and therefore $\operatorname{Proj}(A)$ is a continuous lattice.

We can now prove that certain projection lattices are not continuous. An atom in a poset $P$ with a bottom element 0 is an element $a \in P$ such that there is no element strictly between $a$ and 0 . We say a poset is atomic if for each non-zero $b \in P$, there is an atom $a \leqslant b$. A poset is atomless if it has no atoms.

The following is due to Nik Weaver [15]. Although it is stated there for von Neumann algebras, the same proof works for AW*-algebras.

Lemma 4.9 (Weaver). Let $A$ be an $A W^{*}$-algebra. If $\operatorname{Proj}(A)$ is continuous, then it is atomic.

Proof. We prove the contrapositive, i.e. that if $\operatorname{Proj}(A)$ is not atomic, it is not continuous. To clarify, in the following we say an element $p$ "has no atoms below it" to mean there is no atom $a \in \operatorname{Proj}(A)$ such that $a \leqslant p$. So let $p \in P$ be an element with no atoms below it, which must exist if $\operatorname{Proj}(A)$ is not atomic. We will show that $\downarrow p=\{0\}$, so $p \neq \bigvee \downarrow p$. Let $q \leqslant p$ and $q \neq 0$. If $q$ had an atom below it, so would $p$, so $q$ has no atoms below it. Therefore we can construct a decreasing sequence such that $q_{1}=q, q_{i+1} \leqslant q_{i}$ and $q_{i+1} \neq q_{i}$ and $q_{i+1} \neq 0$ inductively.

Define $q^{\prime}=\bigwedge_{i=1}^{\infty} q_{i}$ and $p_{i}=p-\left(q_{i}-q^{\prime}\right)$. Using Lemma 2.6 (i), we see that $q^{\prime} \leqslant q_{i}$ implies $q-q_{i}$ is a projection, and $q_{i}-q^{\prime} \leqslant q_{i} \leqslant q \leqslant p$ implies $p-\left(q_{i}-q^{\prime}\right)$ is a projection, so $p_{i}$ is a projection. Now, as for all $i \in \mathbb{N}, q^{\perp} \wedge q_{i}=0$, we have
$\left(p \wedge q^{\perp}\right) \wedge\left(q_{i} \wedge q^{\prime \perp}\right)=0$, and therefore, as $q_{i} \neq 0, q_{i}-q^{\prime} \nleftarrow p \wedge q^{\perp}=p-q$ (Lemma 2.6 (iv)), so $q \$ p-q_{i}+q^{\prime}=p_{i}$. But

$$
\begin{array}{rlr}
\bigvee_{i=1}^{\infty} p_{i} & =\bigvee_{i=1}^{\infty}\left(p-\left(q_{i}-q^{\prime}\right)\right) & \\
& =p-\bigwedge_{i=1}^{\infty}\left(q_{i}-q^{\prime}\right) & \text { Lemma 2.6 (vi) } \\
& =p-\bigwedge_{i=1}^{\infty} q_{i} \wedge\left(q^{\prime}\right)^{\perp} & \text { Lemma 2.6 (iv) } \\
& =p-\left(\bigwedge_{i=1}^{\infty} q_{i}\right) \wedge\left(q^{\prime}\right)^{\perp} & \\
& =p-q^{\prime} \wedge\left(q^{\prime}\right)^{\perp} &
\end{array}
$$

Therefore $\left(p_{i}\right)_{i \in \mathbb{N}}$ shows that $q \nless p$. So $\downarrow p=\{0\}$, and as $p \neq 0, p \neq \bigvee \downarrow p$, proving that $\operatorname{Proj}(A)$ is not continuous.

In the commutative case, we have the following.
Lemma 4.10. Let $A$ be a commutative $A W^{*}$-algebra. If $\operatorname{Proj}(A)$ is continuous then $\operatorname{Proj}(A) \cong \mathcal{P}(X)$ for some set $X$.

Proof. The projection lattice of a commutative C*-algebra AW*-algebra is a complete Boolean algebra, because the commutativity implies that it is a Boolean algebra, and Definition 4.3 (ii) implies that it is a complete lattice. The fact that $\operatorname{Proj}(A) \cong \mathcal{P}(X)$ then follows from [14, Theorem I-4.20]. However, we can prove it directly from Lemma 4.9. That lemma implies that $\operatorname{Proj}(A)$ is atomic. Then take $X$ to be the set of atoms of $\operatorname{Proj}(A)$, and define $f: \mathcal{P}(X) \rightarrow \operatorname{Proj}(A)$ by $f(S)=\bigvee S$. It is then easy to prove that $f$ is an isomorphism of Boolean algebras.

We will require the notion of an $\mathrm{AW}^{*}$-subalgebra. For the benefit of the reader, we condense [17, §4 Definitions 3 and 4] and [17, §3 Definition 4]. Given an $\mathrm{AW}^{*}$-algebra and an element $a \in A$, and taking $p$ to be the unique projection such that $p A=R(\{a\})$ (recall Definition 4.3 (ii)), we define the right projection $R P(a)$ to be $1-p$ [17, §3 Proposition 3, Definition 4].

Definition 4.11. Let $A$ be an $A W^{*}$-algebra and $B \subseteq A a^{*}$-subalgebra. We say that it is an $A W^{*}$-subalgebra if
(i) $B$ is norm-closed, i.e. $B$ is a $C^{*}$-subalgebra.
(ii) If $x \in B$ then $R P(x) \in B$ (as calculated in $A$ ).
(iii) If $\left(p_{i}\right)_{i \in I}$ is a nonempty family of projections in $B, \bigvee_{i \in I} p_{i} \in B$ (the join being calculated in $\operatorname{Proj}(A)$ ).

By [17, $\S 4$ Proposition 8 (i)], if $B \subseteq A$ is an $A W^{*}$-subalgebra of an $A W^{*}$ algebra $A$, then $B$ is an $\mathrm{AW}^{*}$-algebra.

Lemma 4.12. Let $A$ be an $A W^{*}$-algebra and $B \subseteq A$ an $A W^{*}$-subalgebra. Then $\operatorname{Proj}(B) \subseteq \operatorname{Proj}(A)$ has the induced ordering and the inclusion map $\operatorname{Proj}(B) \rightarrow$ $\operatorname{Proj}(A)$ preserves arbitrary joins and nonempty meets. It preserves all meets iff the unit element of $A$ is contained in $B$.

Proof. First, observe that $\operatorname{Proj}(A)$ is order-embedded in $A$ and $\operatorname{Proj}(B)$ is orderembedded in $B$, and $B$ is order-embedded in $A$ by Lemma 2.5. so $\operatorname{Proj}(B)$ is order-embedded in $\operatorname{Proj}(A)$.

By Definition 4.11 (iii), nonempty suprema are preserved by the inclusion map, and as $B$ is a ${ }^{*}$-subalgebra, 0 is preserved as well, showing all suprema are preserved.

To show that non-empty meets are preserved, it helps to factorize the inclusion map into two maps. Let $u \in B$ be the unit element of $B$ (which exists because $B$ is an $\mathrm{AW}^{*}$-algebra). Now $\operatorname{Proj}(B) \subseteq \downarrow u \subseteq \operatorname{Proj}(A)$. If $\left(p_{i}\right)_{i \in I}$ be a non-empty family of projections in $\downarrow u$. By the nonemptiness, if $q \in A$ and $q \leqslant p_{i}$ for all $i \in I$, then $q \in \downarrow u$. Therefore the inclusion map $\downarrow u \rightarrow \operatorname{Proj}(A)$ preserves non-empty meets. Now, as the complement of an element $a \in \operatorname{Proj}(B)$ is $u-a$, and this is also true for $\downarrow u$, the inclusion map $\operatorname{Proj}(B) \rightarrow \operatorname{Proj}(A)$ preserves complements. As it preserves joins, it preserves meets. Therefore the composite inclusion map $\operatorname{Proj}(B) \rightarrow \operatorname{Proj}(A)$ preserves non-empty meets.

As the unit element is the empty meet, the inclusion map preserves all joins iff $u \in A$.

The following is the combination of the previous lemma with Lemma 4.1 that we will use twice.

Corollary 4.13. Let $A$ be an $A W^{*}$-algebra such that $\operatorname{Proj}(A)$ is continuous, and $B \subseteq A$ an $A W^{*}$-subalgebra. Then $\operatorname{Proj}(B)$ is continuous.

Proof. The inclusion $\operatorname{Proj}(B) \subseteq \operatorname{Proj}(A)$ satisfies the hypotheses of Lemma 4.1 ${ }^{10}$ by Lemma 4.12 .

Recall that for a $\mathrm{C}^{*}$-algebra $A$, the centre $Z(A)$ is defined to be the set of elements that commute with every element of $A$. For an AW*-algebra $A$, if $Z(A)$ is as small as possible, consisting only of multiples of the identity element, we say that $A$ is a factor, or $A W^{*}$-factor to emphasize the fact that it is an AW*-algebra. Contrariwise, $Z(A)=A$ iff $A$ is commutative. The projections in the centre $\operatorname{Proj}(Z(A))$ are called the central projections of $A$.

Lemma 4.14. Let $A$ be an $A W^{*}$-algebra and $p$ a central projection, i.e. $p \in$ $\operatorname{Proj}(Z(A))$.
(i) Let $a \in A$. Then $p a=a p=p a p$.
(ii) The element $a \in A$ is in $p A p=p A=A p$ iff $a=p a$ (and therefore iff $a=a p$ or $a=p a p)$.
(iii) $p A p$ is an $A W^{*}$-subalgebra of $A$, with unit element $p$.
(iv) The map $\pi_{p}: A \rightarrow p A p$ defined by $\pi_{p}(a)=p a p$ (equivalently pa or ap) is a unital *-homomorphism.

[^7](v) $Z(p A p)=p Z(A) p$, i.e. the centre of $p A p$ is the image of the centre of $A$.

Proof.
(i) $p a=a p$ follows from $p \in Z(A)$, and therefore $p a p=p^{2} a=p a$.
(ii) First, by (i), $p A p=p A=A p$. By definition, $a \in p A$ iff there is some $b \in A$ such that $a=p b$. So $a \in p A$ implies $p a=p^{2} b=p b=a$. Conversely, if $p a=a$, then immediately $a \in p A$. By (i) these statements hold equally well for $a p=a$ and $p a p=a$.
(iii) See [17, §4 Proposition 8 (iii)] for the proof that $p A p$ is an AW*-subalgebra of $A$. It is then easy to see that $p$ is the unit element, because ppap $=$ pap $=$ papp for all $a \in A$. It follows that the inclusion morphism $p A p \rightarrow A$ is a *-homomorphism, but is not unital unless $p=1$.
(iv) Since (i) shows that $\pi_{p}(a)=p a$, we will work with this definition, as it is slightly simpler. If $\alpha a+\beta b$ is a $\mathbb{C}$-linear combination in $A$, then $\pi_{p}(\alpha a+\beta b)+p(\alpha a+\beta b)=\alpha p a+\beta p b=\alpha \pi_{p}(a)+\beta \pi_{p}(b)$, proving linearity. For all $a \in A$, we have $\pi_{p}\left(a^{*}\right)=p a^{*}=a^{*} p=(p a)^{*}=\pi_{p}(a)^{*}$, so $\pi_{p}$ preserves the -* operation. If $a, b \in A$, then $\pi_{p}(a b)=p a b=p^{2} a b=p a p b=$ $\pi_{p}(a) \pi_{p}(b)$. Finally, $\pi_{b}(1)=p 1=p$, which is the unit element of $p A p$ by (iii), so $\pi_{b}: A \rightarrow p A p$ is a unital ${ }^{*}$-homomorphism.
(v) If $a \in Z(A)$, then as $p \in Z(A)$ and the centre is a *-subalgebra of $A$, $p a p \in$ $Z(A)$, so $p Z(A) p \subseteq Z(A)$. As every element of $p A p$ is an element of $A$, $p Z(A) p \subseteq Z(p A p)$. For the opposite inclusion, suppose that $a \in Z(p A p)$, i.e. $\quad p a p=a$ and $a$ commutes with all elements of $p A p$. We show that $a \in Z(A)$, and therefore $a \in p Z(A) p$ (because $a=p a p$ ). It follows from $a \in p A p$ that $(1-p) a=0$. Let $b \in A$, and

$$
\begin{array}{rlr}
b a & =(b p+b(1-p)) a & \\
& =b p a+b(1-p) a & \\
& =b p a & \text { because }(1-p) a=0 \\
& =(p b p) a & \text { part (i) } \\
& =a(p b p) & \text { because } a \in Z(p A p) \\
& =a p b & \operatorname{part}(\mathrm{i}) \\
& =a b & \operatorname{part}(\mathrm{ii}) .
\end{array}
$$

Therefore $Z(p A p)=p Z(A) p$.
Proposition 4.15. Let $A$ be an $A W^{*}$-algebra such that $\operatorname{Proj}(A)$ is continuous. Then $\operatorname{Proj}(Z(A)) \cong \mathcal{P}(X)$ for some set $X$, and $A \cong \prod_{x \in X} x A x$ where each $x A x$ is an $A W^{*}$-factor such that $\operatorname{Proj}(x A x)$ is continuous.

Proof. By [17, $\S 4$ Proposition $8(\mathrm{v})] Z(A)$ is an $\mathrm{AW}^{*}$-subalgebra of $A$. By the continuity of $\operatorname{Proj}(A), \operatorname{Proj}(Z(A))$ is continuous (Corollary 4.13). Therefore $\operatorname{Proj}(Z(A))$ is isomorphic to $\mathcal{P}(X)$, where $X$ is the set of atoms of $\operatorname{Proj}(Z(A))$ (Lemma 4.10).

The atoms of $\operatorname{Proj}(Z(A))$ form a disjoint family of central projections whose join is 1 , so we can apply [17, $\S 10$ Proposition 2] to conclude that the mapping $\phi: A \rightarrow \prod_{x \in X} x A x$ defined by $\phi(a)=(x a x)_{x \in X}$ is an isomorphism.

By Lemma 4.14 (iii), $x A x$ is an $\mathrm{AW}^{*}$-algebra for all $x \in X$. If $p$ is a central projection in $x A x$, then $p \in Z(A)$ and $p x=x p=x$ by Lemma 4.14 (v) and (ii). By Lemma 2.6 (ii), $p \leqslant x$, so as $x$ is an atom, either $p=x$ or $p=0$. Since commutative AW*-algebras are the closed $\mathbb{C}$-linear span of their projections [17, Proposition $1(3)]$, it follows that $Z(x A x)$ is the linear span of $x$, and therefore $x A x$ is a factor.

Finally, as $x A x$ is an $\mathrm{AW}^{*}$-subalgebra of $A, \operatorname{Proj}(x A x)$ is continuous (Corollary 4.13).

As in Lemma 4.9, the von Neumann algebra version of the following is due to Nik Weaver [15. The non-continuity of $\operatorname{Proj}(B(\mathcal{H}))$ for infinite-dimensional $\mathcal{H}$ was also shown independently by Keimel [36, Proposition 3.1], and independently of both of these by the author, who based the proof on Birkhoff and von Neumann's proof that $\operatorname{Proj}(\mathcal{H})$ is not modular [37, §11].
Proposition 4.16. An $A W^{*}$-factor $A$ has $\operatorname{Proj}(A)$ continuous iff there exists a finite-dimensional Hilbert space $\mathcal{H}$ such that $A \cong B(\mathcal{H})$.
Proof. The fact that $\operatorname{Proj}(B(\mathcal{H}))$ is continuous if $\mathcal{H}$ is finite-dimensional follows from Theorem 3.9 and Proposition 4.8 . So we only need to show that if $\operatorname{Proj}(A)$ is continuous, $A \cong B(\mathcal{H})$ for $\mathcal{H}$ finite-dimensional. By Lemma 4.9, $\operatorname{Proj}(A)$ must be atomic. By [17, §15, Theorem 1, (4)], there is a central projection $h_{4}$ such that $h_{4} A$ is a discrete $A W^{*}$-algebra and $\left(1-h_{4}\right) A$ is a continuou ${ }^{11}$ $A W^{*}$-algebra (see [17, §15, Definition 3] for the definitions of these). Since $A$ is a factor, the only central projections are 0 and 1 , so either $A$ is a discrete AW*-algebra or a continuous AW*-algebra. If $A$ were continuous, then the only abelian projection (see [17, §15, Definition 2] for the definition of this) is 0 . So by [17, $\S 19$ Lemma 1] every projection other than 0 contains a strictly smaller non-zero projection (see [17, §14, Proposition 2 and Corollary 1] for why an $\mathrm{AW}^{*}$-algebra "has PC "). As $\operatorname{Proj}(A)$ is atomic, this is false, so $A$ must be discrete, or a type $I A W^{*}$-algebra [17, §15, Definition 4].

Therefore, by [38, Lemma 1], there exists a Hilbert space $\mathcal{H}$ such that $A \cong$ $B(\mathcal{H})$. So all we need to do is show that $\mathcal{H}$ cannot be infinite dimensional. The counterexample to $\operatorname{Proj}(B(\mathcal{H}))$ being continuous for infinite-dimensional $\mathcal{H}$ is related to Birkhoff and von Neumann's counterexample to $\operatorname{Proj}(B(\mathcal{H}))$ being modular for infinite-dimensional $\mathcal{H}$ [37, §11].

By taking an orthonormal basis, identify $\mathcal{H}$ with $\ell^{2}(\kappa)$ for some cardinal $\kappa$. We use $\left(e_{\alpha}\right)_{\alpha \in \kappa}$ for the basis vectors, the functions taking the value 0 everywhere except for at $\alpha$, where they take the value 1 . Define $p=\left|e_{0}\right\rangle\left\langle e_{0}\right|$ and for $i \in \omega$, define

$$
\psi_{n}=\frac{e_{0}+\frac{1}{n+1} e_{n+1}}{\sqrt{\frac{n+2}{n+1}}}
$$

so that $p_{n}=\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right|$ is the projection onto the span of $e_{0}+\frac{1}{n+1} e_{n+1}$. So $\bigvee_{i=0}^{n} p_{i}$ is the projection onto the span of $\left\{e_{0}+e_{1}, e_{0}+\frac{1}{2} e_{2}, \ldots, e_{0}+\frac{1}{n+1} e_{n+1}\right\}$. It is clear that $e_{0}$ is not in this subspace for any $n \in \omega$, so $p \not \bigvee_{i=0}^{n} p_{i}$ for any $n \in \omega$. However, as

$$
\left\|e_{0}+\frac{1}{n} e_{n}-e_{0}\right\|=\left\|\frac{1}{n} e_{n}\right\|=\frac{1}{n} \rightarrow 0
$$

[^8]we have that $e_{0}$ is in the closure of the span $\left\{e_{0}+e_{1}, e_{0}+\frac{1}{2} e_{2}, \ldots\right\}$, so $p \leqslant \bigvee_{i=0}^{\infty} p_{i}$. We can then define $q_{0}=\bigvee_{\alpha \in \kappa \backslash \omega}\left|e_{\alpha}\right\rangle\left\langle e_{\alpha}\right|, q_{n}=q_{n-1} \vee p_{n-1}$, for $n>1$ in $\omega$, and we have a chain of projections such that $\bigvee_{i=0}^{\infty} q_{i}=1$, and $p \$ q_{i}$ for any $i \in \omega$. So $p \nless 1$.

We can re-run this argument for any projection onto a 1-dimensional subspace, by extending a unit vector $\psi$ contained in that subspace to an orthonormal basis and identifying $\psi$ with $e_{0}$. Therefore no projection onto a 1 -dimensional subspace is way below 1. As every non-zero projection contains a 1-dimensional subspace, this shows that the only projection that is way below 1 is 0 , so 1 is not the supremum of elements way below it, and $\operatorname{Proj}(B(\mathcal{H}))$ is not continuous.

We can now state and prove the precise characterization of $\mathrm{C}^{*}$-algebras whose effect algebra is a continuous dcpo.

Theorem 4.17. (i) For a $C^{*}$-algebra $A$, the unit interval $[0,1]_{A}$ is a continuous dcpo iff $A$ is of the form $\prod_{x \in X} B\left(\mathcal{H}_{x}\right)$ where $\mathcal{H}_{x}$ is finite-dimensional.
(ii) The projection lattice $\operatorname{Proj}(A)$ of an $A W^{*}$-algebra $A$ is continuous iff $A$ is of the form $\prod_{x \in X} B\left(\mathcal{H}_{x}\right)$ where $\mathcal{H}_{x}$ is finite-dimensional.
Proof. Let $A$ be a C ${ }^{*}$-algebra such that $[0,1]$ is a continuous dcpo. Since it is a dcpo, $A$ is bounded directed complete (Proposition 2.16 (a) (iii) $\Rightarrow$ (i)), so by Proposition 4.8, $A$ is an $\mathrm{AW}^{*}$-algebra and $\operatorname{Proj}(A)$ a continuous lattice.

Therefore we are in the situation of (ii). If $A$ is an $\mathrm{AW}^{*}$-algebra with $\operatorname{Proj}(A)$ a continuous lattice, then $A \cong \prod_{x \in X} x A x$ (Proposition 4.15) and by Proposition $4.16 x A x \cong B\left(\mathcal{H}_{x}\right)$ for a finite-dimensional Hilbert space $\mathcal{H}_{x}$ for all $x \in X$. So we have proved the forward implication of both (i) and (ii).

The backward implication of (i) follows from Theorem 3.9. The backward implication of (ii) then follows by Proposition 4.8 .

We can now combine the results from this section with the previous one. Recall that the $\mathrm{C}^{*}$-algebra $\ell^{\infty}(X)$ is the categorical product ${ }^{12}$ of $\mathbb{C}$ indexed by $X$ in $\mathbf{C}^{*}$ Alg. It consists of bounded functions $a: X \rightarrow \mathbb{C}$, i.e. functions that have a bound $\mathbb{R}_{\geqslant 0} \ni \alpha \geqslant|a(x)|$ that depends on $a$ but does not depend on $x \in X$.

Proposition 4.18. Let $A$ be a $C^{*}$-algebra such that $[0,1]_{A}$ is a dcpo with a countable base. Then $A \cong \ell^{\infty}(X)$, where $X$ is a countable set. In particular, $A$ is commutative.

Proof. Since $[0,1]_{A}$ has a countable base $B$, it is continuous, so $A \cong \prod_{i \in I} B\left(\mathcal{H}_{i}\right)$, with $\mathcal{H}_{i}$ finite-dimensional, by Theorem 4.17 (i). If there were an $i \in I$ such that $\operatorname{dim}\left(\mathcal{H}_{i}\right) \geqslant 2$, then $\pi_{i}:[0,1]_{A} \rightarrow[0,1]_{B\left(\mathcal{H}_{i}\right)}$ is a Scott continuous surjective map. So $\pi_{i}(B)$ would be a countable base for $[0,1]_{B\left(\mathcal{H}_{i}\right)}$ by [14, Proposition III-4.12], which contradicts Lemma 3.10. Therefore for all $i \in I, \mathcal{H}_{i}$ is 0 or 1-dimensional.

If $\operatorname{dim}(\mathcal{H})=0$, then $B(\mathcal{H}) \cong\{0\}$, the ring with $0=1$, and if $\operatorname{dim}(\mathcal{H})=1$, then $B(\mathcal{H}) \cong \mathbb{C}$, mapping the identity map to $1 \in \mathbb{C}$. So, defining $X=\{i \in$ $\left.I \mid \operatorname{dim}\left(\mathcal{H}_{i}\right)=1\right\}$. Then $A \cong \ell^{\infty}(X)$, including the case when $X=\varnothing$. So all

[^9]that remains is to prove that $X$ is countable. We do this by constructing an injection $X \rightarrow B$.

Let $\delta_{x}: X \rightarrow \mathbb{C}$ be the function that takes the value 1 at $x$ and 0 everywhere else. We reuse $B$ for the image of the countable base in $\ell^{\infty}(X)$, which is a countable base for the dcpo $[0,1]^{X}$. For each $x \in X, \delta_{x}=\bigvee \downarrow \delta_{x} \cap B$, so there exists $b_{x} \in B$ such that $b_{x} \neq 0$ and $b_{x} \leqslant \delta_{x}$. Fix such a $b_{x}$ for each $x \in X$. We show $x \mapsto b_{x}$ is injective as follows. If $x, x^{\prime} \in X$ such that $b_{x}=b_{x^{\prime}}$, if $x \neq x^{\prime}$ then $0 \leqslant b_{x}\left(x^{\prime}\right) \leqslant \delta_{x}\left(x^{\prime}\right)=0$, so $0=b_{x}\left(x^{\prime}\right)=b_{x^{\prime}}\left(x^{\prime}\right)$. As $b_{x^{\prime}} \leqslant \delta_{x^{\prime}}$, this shows $b_{x^{\prime}}=0$, which is a contradiction. Therefore $x=x^{\prime}$, and so $x \mapsto b_{x}$ is injective. Since $B$ is countable, $X$ is countable.

## 5 Conclusion

We have shown that domain theory and the Löwner order do not combine in a way that is suitable for building up completely positive maps from a fixed set of quantum gates, and that they also do not combine well with infinite dimensions. A suitable quantum domain theory is left to future work, based on approaches to domain theory that include topology from the start [39, 40, 41].
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[^0]:    ${ }^{1}$ Such isomorphisms correspond to orthonormal bases of $\mathcal{H}$.
    ${ }^{2}$ We will not be considering non-unital C*-algebras here because they are never directed complete. This follows from Proposition 4.4 and the fact that AW*-algebras are unital 17 $\S 3$ Proposition 2].

[^1]:    ${ }^{3}$ This characterization is used to show that the eigenvalues are the roots of the characteristic polynomial.

[^2]:    ${ }^{4}$ Also known as monotone-complete.
    ${ }^{5}$ Also called a projector, such as in [7] §2.1.6].

[^3]:    ${ }^{6}$ As an operator $A \rightarrow B$ with respect to their $\mathrm{C}^{*}$-norms.

[^4]:    ${ }^{7}$ An example of one is the bounded Borel-measurable functions on [0, 1] modulo meagre sets (if it were modulo sets of Lebesgue measure 0 , this would be a $\mathrm{W}^{*}$-algebra).

[^5]:    ${ }^{8}$ This is needed because we cannot assume that $y \in E$, only that it is in $D$.

[^6]:    ${ }^{9}$ Whether the converse is true is an open problem.

[^7]:    ${ }^{10}$ In fact 14 Theorem I-2.7] would work unaltered in this specific case, but we used (and needed) the extra generality in Proposition 4.8

[^8]:    ${ }^{11}$ As will soon be apparent, it is important not to confuse this notion with the notion of continuity for dcpos.

[^9]:    ${ }^{12}$ Which in this case never agrees with the set-theoretic product if $X$ is infinite.

